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Introduction

| am presenting translations of my papers originpiiblished in Russian, mainly istoriko-
Matematicheskie Issledovanigvl) . Only a fraction ohistorians of mathematics read Russian and some are
unwilling to study the contributions published begidhe usual set of periodicals so that my presenk
seems justified. In actual fact, | am putting owtsinof the items from a microfiche collection o thame
title published by Hansel-Hohenhausen in 1999 agd€abe Hochschulschriften 2621 but hardly examined
by more than a dozen readers; the copyright taarglipublication was, and is mine. Some items beloav
translations of publications of materials kepteatesal Russian archives or newspaper articles arh@ the
former is Markov's critical review of a paper desdtto the treatment of observations.

In translating my papers, | corrected a fewtakies and misprints (largely due, in the new serigke
IMI, to the impossibility of reading the proofsgfi out dated material, and referred not to Russi@nsla-
tions of classical works but to their original éafits.

Abbreviations used throughout:

AHES = Arch. Hist. Ex. Sc;.

DHS = Deutsche Hochschulschriften;

IMI = Istoriko-Matematicheskie Isssledovania

L. = Leningrad;

M. = Moscow;

MSb = Matematich. Sbornik



Psb = Petersburg;
(R) = in Russian;
ZhMNP = Zhurnal Ministerstva Narodn. Prosveshchenia.

1. Review of Kendall, M.G., Doig, A.G (1968),
Bibliography of Statistical Literature pre-1940 wiSupplements
to the Volumes for 1940 — 1949 and 1950 — 1&8iburgh.

This is vol. 3 of the entimBibliographycovering the period until 1958; the first two volesmappeared in
1962 and 1965. No further volumes are planned sm&859 the International Statistical Instituteyae
publishing an abstracting journal now cal®@tistical Theory and Methods Abstradscording to the
authors’ aims and methodology as described inyaheBibliographyincludesalmost all the articles from
12 main periodicals and a number of papers frorath@r journals. In addition, the authors made dshe
bibliographies appended to many papers and oftibacting journals (although not of the Sovkite-
matikd. They believe to have covered 95% of the existirtigles on statistics and its applications.

Each volume of thBibliographyis actually an author index (no subject indicespaowided). The litera-
ture published in Russian and in several otherdaggs is described in English, French or Germaall,In
this vol. 3 lists about 10 thousand monographsaatides separated into two time intervals, — beft®00
and from 1900 to 1939 (2,360 and 7,630 items rasmdy) as well as 148 sources for 1940 — 1949 and
about 1,170 for 1950 — 1958. All the books entdrext: had appeared before 1900. Neither the seahd p
nor the first two volumes include any books whislin line with the practice of the abovementionadre
terly. This is an essential setback butBil@iographyis nevertheless very valuable.

Vol. 3 is also useful for historians of matheicgsince it lists classical works (of LaplaceuGset al)
including writings of such authors for whom prob#ypiwas a minor subject (Euler), forgotten writingf
eminent mathematicians, commentaries and essaps|dtions of various works into any of the thressrm
languages.

There are some shortcomings. The selecteditliter, even of the 3century, was not checkénl visu
likely because of the general direction of Bibliographythere are hardly any references to collected works
of the 14 writings of Euler included in t. 7 of I@pera omniaser. 1 (1923) and pertaining to probability and
statistics, the authors included only seven, areadrthese calletahrscheinlichkeitsrechnuragther does
not exist or wrongly named; the descriptions contaistakes and inaccuracies (Stssmilchtliche Ord-
nungfirst appeared in 1741, then in 1761 — 1762 btiim&788; the second part of Daniel Bernoulli’'s
“Mensura sortis” (1771) is omitted); and cross-refeees are lacking. Finally, the spelling Ladislaos
Bortkiewicz as given in the second part does notaide with that in the first part, Vladislav Boewich.
Having emigrated from Russia to Germany in 1901 l@idg a nobleman, he changed his name accordingly
but that fact is not explained.

In 1962, the authors estimated that about asidned articles on their subject were being pubdistesarly.
This means that already now it would be expedigiggue a bibliography of this literature for 1952970.
Neither abstracting journals, nor their cumulatghor indices are a substitute for bibliograplfiese
compiled in the first place by scanning such sos)idealso believe that a single bibliography féoQ —
1970 with books being certainly included is alsedez.



On the Work of Adrain in the Theory of Errors
Istoriko-Matematicheskie Issledovar{idMl), vol. 16, 1965, pp. 325 — 336

In translating my paper | took into account its sevhat revised version appended to my unpublished th
sis of 1967 (Some Issues ..., partly translatedigdallection). Adrain’s articles are now reprinteage
Bibliography) and | have therefore omitted his oréd and hardly understandable derivations of twenal
law (leaving however their modernized reconstrucfi8 ] ). Their latest discussion is due to Hdl@,[pp.
368 — 373] and Dutka [8a]. Also note that Adraip&per [2] apparently appeared in 1809 rather thar808
[13, p. 170].

* *x %

Robert Adrain is meritorious for his remarkafitelings in the theory of errors. He published tieriva-
tions of the normal law of error a year beforegbthe same time as] Gauss did and applied ittabkshing
the principles of least squares and arithmetic nasamell as to determining the flattening of thetea
ellipsoid of revolution.

Adrain was born in Ireland and died in New Bswitk. He learned mathematics mainly by himself and
began teaching it at an early age. Then, afteiggaating in the Irish national movement and beivmunded
in the revolt of 1798, he fled to the United Statkdrain resumed there his teaching activities b&ng, in
1809, Professor of mathematics at Queen’s Collega,(Rutgers College) in New Brunswick. From 1843 t
1826 he was Professor at Columbia University, &ty 1827 to 1836, at Pennsylvania (vice-rectomfro
1828 to 1836).

Adrain delivered lectures in various discipin&hus, in 1829 he taught elementary mathematarsjesy,
cartography, mathematical analysis, mechanics amdreomy. He and Nathaniel Bowditch (1773 — 1838)
were among the first American mathematicians. 1h218drain was elected to the American Philosophical
Society, and, in 1813, to the Academy of SciencelArts. He actively contributed to the first Aneam
mathematical periodicals. Coolidge [8] providedeagral description of Adrain’s work, but his accbah
the latter’s findings in the theory of errors was comprehensive. In the f@entury several geodesists and
astronomers discussed these in more detail (&;; R6] from among those which | do not menti@tolw)
but still not sufficiently. At present [in 1965]ptvever, Adrain is forgotten. Neither Struik [Z3}or Strasser
[22] nor many other authors of general contribwgion history of mathematics cite him and Cajorig6,
382] only devoted a few lines to Adrain’s discovefythe law of error.

| turn now to Adrain’s paper [2]. He issuedrfr a prize question: A traverse with measured sates
bearings did notclose ( x O, y;  0). ltis required to determine the most probatdrrections to
the computed increments x; and y;. The paper itself contained two derivations of tbenmal law of
error; the derivation of the principles of leastiaes (discovered by Gauss in 1795 or 1794 andeoffey
Legendre in his publication of 1805) and of theéhemietic mean in the one- and three-dimensionalscdlse
determination of the most probable position of ip slalculated by dead reckoning given its obsefaée
tude; and the solution of the prize question. Inatading, Adrain stated that, owing to lack of spare had
to postpone his derivation of the most probablteitang of the earth’s ellipsoid which he againaoe
plished [in 1818, see below] on the basis of thenao law.

1) His first derivation of the normal law conged linear measuremengs and b whose errors< and vy,
as he presumed, obeyed two conditions

xla = y/b (1)
(the errors were proportional to the lengths oflies)®, and
X+y=E (2)

(the total error was constant, but why?). He aitly believed that the errors were independent.
Denote the unknown density of errors by then, according to the principle of maximum likeod,

[ "(xa)/ (xa)ldx +[ "(y;b)/ (y;b)]dy =10 (3)

or, allowing for (1),

"(x;a)l (x;a) = '(y;b)/ (y;b), or (x;a)= (y;b)

whose simplest solution is, when taking into acedih),



(x;a) =mx/a (x) =cexp(m¥/2a), c > 0, m< 0,

a function with two essential constants. Neitheehaor in his next derivation did Adrain calcul#éteir
values; moreover, he had not considered it impartan

2) In his second derivation of the normal ladr&in studied the determination of a statiBnfrom a given
station A by measured distanc&B and azimuth of that line. Supposing that the erpqry along and
perpendicular toAB were equally probable, he also assumed that

X* + y* = Const (4)
so that relation

[ () (x)Jdx +[ "(y)/ (y)ldy=0
which is similar to (3 ) led to

"(x)Ix = '(y)ly = n etc.

Adrain also remarked that, in general, circuneriees ( 4 ) should be replaced by ellipses. Hedidhow-
ever dwell on that point and thus missed the opdtst of introducing the bivariate normal law (dramy
such term asllipse of concentration but at least he considered such a general tsselere (see Item 5).

Each of Adrain’s demonstrations issued fromdggic measurements; however, he hardly introduogd a
properties of their errors so that his result watsralated to them; it is not even seen that therewere
random.

Merriman [20] and subsequent authors pointgdhat the derivation of the normal law by Johersthel
[12] was similar to Adrain’s second justificaticsee below.

3) Adrain derived the principles of least sa@saand arithmetic mean in the same way as GausBeid
note then observations of an unknown constanby a, b, ¢ ..., then the logarithms of the probabilities
ofthe errors k — a), (x — b), (x — ¢), ... will be

—(x=—a% —(x=Db% —(x=c) ..

and the most probable value nfwill correspond to

(x— a)® + (x=b)®> + (x=c)®> +... = min
so that
Xx=(a+b+c+.)/n (5)

Adrain’s derivation of the principle of leasfumres (for one unknown) was questioned: Cooli@§sthted
that he had Legendre’s book in his librahyThe derivation of ( 5 ) for the three-dimensiocase (also con-
sidered by Legendre) was similar.

4) The correction of dead reckoning was sintitethe adjustment of the traverse. The observatiamly
one astronomical magnitude, the latitude, leadmtp one (a latitudinal) discrepancy between tlekoaed
and the observed positions of the ship. Consequehit case is indeed similar to adjusting thedrae with
respect to only one coordinate.

5) Adjustment of the traverse. Its measuredssatea, b, ¢, ..., their correctionsy, vy, z ..., the meas-
ured bearingsA, B, C, ... the corrections to the positions of the verioéthe polygon in the directions
perpendicular to its sideX, = a A Y = b B, Z =c¢ C(, ..., corrections to the incrementsx, and

Vi, Di and L;, and the total corrections

D = D1+D2 +...,L = L1+L2 + ...
Adrain derived the simple formulas
D; = xsinA + XcosA, D, = ysinB + Ycos, ...

Ly = XCOA - XsinA L, = ycodB - YsinB, ...



and determined the minimal value of the function
x%a + y%b + ... +X?p’a + Y¥p’b + ... (6)

The parametep allowed for an unequal precision of measuring tbarings and the sides of the polygon.
Assuming thatp = 1, Adrain got

D; =ma D, =mb,...; L; = na L, = nb, ..;
m=D/(a+b+.),n=L/(a+b+.)

and additionally considered the academic casqgs sf 0 andp =

The minimal value of ( 6 ) corresponded to atilng the sides of the polygon corrupted by systema
errors (the weights were proportional to the sithesnselves rather than to their roots). It is ninadess
notewc;rthy that exactly that principle is still dipg for adjusting geodetic traverses of lower e [7,
8164].

In his next article [3] Adrain determined thettitaing of the earth’s ellipsoid = @ — B /b with
semiaxesa andb (a > b)® He issued from Laplace’s data [18, §40] on émths of the seconds pen-
dulum at various latitudes. The Clairaut formulamecting the latitude with the acceleration of gravity
is, in his notation,

r=x + ysirf

with x and y determining and Adrain solved a system of such equations uhédeast-squares condi-
tion imposed on the residual free terms (call thepof his (Laplace’s) equations getting= 1/319. His
trivial application of least squares was intergstimthat it was the first one in its fiéldand, in addition,
because of the result obtained. Laplace himself get 1/335.78 which almost coincided with another
figure calculated at the same time (in 1799). Tiffergnce between Laplace’s and Adrain’s results wa
mainly caused by two mistakes made by the formdmranealed by the latter. According to Laplace’s
(Boscovich’s) conditions

|Vi| = min, v = 0,

Adrain additionally arrived at = 1/316.5 so that the essential difference betwhim and Laplace was
1/316.5 — 1/319.

| also mention Adrain’s article [4]. Believirlgat for some practical purposes it was converi@nbn-
sider the Earth as a sphere, he calculated itasadider seven different conditions: equal volumequal
surface with the appropriate ellipsoid of revolatiequal masses of bodies restricted by thesecasfa
(sphere and ellipsoid) given a certain law of teerdase of mass with depth, etc. As a first appration,
Adrain arrived at one and the same result, (2a + b)/3. He then stated that he had determined the most
probable values o& and b by means of meridian arc measurements accorditigetmethod published in
his first paper. The corresponding mean radiubeasdded without providing either the initial datehis
own calculations, was 3,959.36 English miles. With= 1/319 this was equivalent to
a = 3,963.50 English miles, or, assuming thahéter equals 39.370113 inches, 6,37&6&2%ere are
some later determinations [14].

1. Delambre, 1800: a = 6,375.658m 1/ = 334
2. Walbeck, 1819: 76.896 302.78
3. Krasovsky, 1940: 78.245 298.3

Herschel [12] derived the normal law by congitiga free fall of a ball on a horizontal planelats de-
viations from the point above which it was initiaflituated. He distinctly formulated the symmetng @he
decrease of the density sought indicating thateta@sumptions were a corollary of complete ignararic
the causes of error and the manner of their action.

Thomson & Tait [24, p. 314], without referritmanyone, offered a similar justification. Theyesaered
a free fall of a stone. Denoting by (x*) x the probability of its fall on interval §; x + x] they stated
that its fall on point & y) had probability (X)) (y?) x y. After rotating the system of coordinates
they obtained



() (YY) = (¥ (v?)
and it followed (as was already well-known at tinesf) that
(¥*) = Aexp (m¥)

with m < 0 since the probability of a large deviationl ha be very small.

Again, both Tsinger [25] and Krylov [17, ChaB}.applied the same pattern for deriving the nddas
by considering shooting at a vertical target. Keémfii6] noted that Krylov (and therefore his pree&sors
as well) had not made essential use of the pragseofirandom errofs.

Notes

1. A mathematician and astronomer, Fellow of the R@gadiety. He is mostly remembered for his work
in navigation and his translation of Laplachlécanique Céleste.

2. As stated in the title of his book, that author rateed restricted his study to the Yankee, ratten to
the American science.

3. This property is characteristic of systematic rathan random errors, cf. Iltem 5 below.

4. Later notelt remains unknown, however, when did Adrain gét1@, p. 371]. More [11, p. 626]: Adrain
never used the terreast squaresnor did he refer to Legendre’s treatment of niaridarc measurements,
cf. below. Finally, Adrain had not then directhatgd that his principle of least squares mightgygiad to
the case of several unknowns.

5. Later note: Adrain properly adjusted the directigasured magnitudes rather than the incremenis
and .

6. Adrain’s definition of the flattening was unusutile generally adopted formula was and is= (a —
b)/a.In some cases, as when comparing his results idetof other authors (below), this is of no conse-
quence. After reading [3], Olbers informed GaugsZ2.819; [21, p. 711] ) thain Amerikaner ... schreibt
sich ... die Erfindung der Methode der kleinsten Qatdlzu.Gauss made no comment.

7. The first published application of this kind is hewer due to Biot [5, Additions, pp. 167 — 169].

8. Later notelt is generally believed that Maxwell, in his celated justification of the normal law of
velocities of gas molecules which assumed the iedégence of the three components of the velocisesgd
from Herschel’'s derivation. Kac [15] and Linnik [1®ad since revised Maxwell’s proof. Independersce i
still needed but in a weaker form; however, it ddan addition persist under any choice of the dauate
system.
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3. On the History of the Iterative Methods of Solving Systems of Linear Algebraic Equations
Trudy IX Nauchn Konf. Aspirantov i Mladsh. Nauc8notrundn. Inst. Istorii Estestvoznania iTekhniki
Sektsia istorii fiz. i mat. nauk. Moscow, 1966, Bp- 12

Gauss [7; 4; 6] was the first to solve linear systdoy the method now called relaxation. He desdribe
detail its application to adjusting triangulatigxpparently to check each step of his calculati@e,iss
added up all his initial equations and joined thmsary equation to them. When calculating k¥t ap-
proximations ofx, he took into account all the previous calculationade at that (at theth) step, and he
did not keep to any fixed order of choosing theeid; he rather selected that unknown for which therat
of the free term to its quadratic coefficient wasximal in absolute value. He did not leave anydations
about the convergence of his approximations.

Jacobi [10] studied the solution of normal d@res with small non-diagonal coefficients

(00) x + (01)x; + (02)%, + ... = (On)
(A0)x + (11)x; + (12)%, + ... = (1), etc
where (k) = (i). His formulas were

Zr.., X =+ 1+ £ +.. (00)a= (0m), (11)a = (Im),

X=a+ +
etc, and, in general,

(00) = —-[(0l)a; + (02)a, +...], (00) '*t = —[(01) { + (02) ,' +...]

(11) ; = =[(10)a + (12)a, +...]etc, (11) /** ==[(10) ' + (12) , +...]etc.

Jacobi did not prove the convergence of hisgss, but he additionally considered in detailcdse of

significant non-diagonal coefficients and faJerived some relations between the different &mistof the
characteristic system

[@d—x] + @) +..+ @p o, ...

Pa) + @b +...+[Pp) —x]

Finally, Jacobi [10] generalized his iteratimethod onto non-symmetric systems of equationsfibtils
ings are well-known (e.g., [5, 881] ) and | shallyosketch them. In order to eliminate, one by aignifi-
cant non-diagonal coefficients Jacobi effectivelydduced rotation matrices and achieved his génatian
by means of orthogonal transformations. For systeiswith normed unknowns { + 2 2

(1)

0.

+ .+ =
1) he proved a number of properties. Thus, it aecuthat ' " + ' " + ... = 0 (orthogonality of differ-
ent solutions); * ' + " " + ... = 1 (the norming of the components of sbéutions having the same
name);and ' ' + " " + ... = 0 (orthogonality of different components

Jacobi also offered working formulas for cadtirlg the unknowns and their weights for a smathhear of
normal equations. Nowadays these are hardly integgdut in those times Bessel [2] expressed igk h
opinion about them.

Seidel [16] considered the solution of observational equations in unknowns n > n)

X—y= ,X=—2z2= ,X—-U= ,..
by consecutive approximations beginning with exgigs such as
X=@AM[(y+ )+ (z+ )+ (u+ )+..]et?
In a later memoir [18] Seidel considered thieitian of a system of normal equations
[aal x + [ably + [adz +... + |an]l = N; = O,

(2)
[ab] x + [bbly + [bdz + ... + ] = N,

0, etc



which of course corresponded to the system of @atienal equations
ax +hy + gz +..+n= vy
by consecutively minimizing the function
Q=[ad X +..+dZ2 +..+ 2Rbxy +...+ 2nz +...+ [nn].

SinceQ = [w], Seidel's method coincided with least squaresd& noted that the greatest decrease of
Q at a certain step was achieved by assuming that

x = —N,;/[adg or =—N,/[bb] or ...

and several times stressed that iterations shaultbbe not in a fixed order, but in such a way thdt| / [ii]
= max. He thus effectively applied the methodedéxation.

Seidel noted that approximations might osalknd even diverge, but connected that possiloility with
a violation of his rule of determining each unknofnam “its own” equation and thought that this faould
be “easily proved”. He also remarked that all tremmminors of the determinant of the system ( Zjen
positive so that the convergence of the solutioa &rssured. He did not explain his reasoning whiciulsl
have meant “convergence to the rigorous solution”.

Then, Seidel studied a number of points essefoti calculation: group iterations; treatmentlod so-
called indirect observations with conditions (sepeeially [17] ); differential change of the weigluf the
unknowns after adding new equations; treatmenbeéovations whose part was already adjustet also
published a few papers on the theory of errorsldio optical instruments [15].

Nekrasov & Mehmke [11; 12] are known to hawel&d the Seidel iterative method. In particulbeyt
discovered a large number of sufficient conditiforsits convergence (restrictions imposed on theffeo
cients of the initial equations). Nekrasov [13Joatsated that he had chosen his subject on theseqgtithe
astronomer V.K. Zerassky. Note, however, that Nedves proof [13] that the iterative solution ofrnaal
equations converged was faulty: he only proved flsf monotonically decreased, not that it reached its
minimally possible value. It is remarkable thatpngoncluding his “justification”, he (p. 192) utktel a
curious statement: “In the limit, the Seidel methwdoubtedly draws us nearer to the solution sdLfght

Southwell [19; 14] discovered the method o&xation anew and applied it to various calculationsngi-
neering. Together with Black [3], he also sketctiexlpossibility of its use for adjusting geodetatwmorks.
Nevertheless, he did not see fit to prove thantieéhod converged. Iterative methods have receetiy b
widely applied, sometimes without working out tlegmal equations [1].

Notes

1.1t was Seidel who performed the numerical compaoitestin [9].

2. Also note Jacobi's memoir [8]. He proved that idearto obtain a solution coinciding with that seszir
by least squares it was sufficient to combine thgeovational equations in groups f solve each group
and assume that, y, z, ... were the arithmetic means of the properly wesdipartial solutions over all the
groups. This method is hardly practical, but ifatien with least squares is thus seen. And ittheeh usu-
ally applied in the 18 century for the case = 2 (when determining the parameters of thetEaellipsoid
of revolution by means of meridian arc measuremeitisough without assigning any weights to theasep
rate groups.

3. Gauss had considered the two last-mentioned issues.

4.0r, at the very least, correcting a possible grativalzerror, “... approaches the solution ...”
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4. On Selection and Adjustment of Direct Observatins
Izvestia Vuzov. Geodezia i Aerofotos’erika 2, 1966, pp. 107 — 112

Suppose thak; X, ... X, are direct observations of a constafitlt is required to replace the
entire variational series by a single number. Idascribing the history of the main methods of civggpsuch
a number.

The arithmetic mean.A doctrine of means (and of the arithmetic meaparticular) existed already in
the Pythagorean school [23, p. 63]. In antiquityattmean occurred in most various formulas forudating
areas of figures and volumes of bodies. An Indiammentary of the 1Bcentury stated that the more meas-
urements of the length, width and depth of an eatiam were made, the more precise will the deteation
be of its size and volume [2, p. 97]. In ancienbfania, the area of a quadrilateral plot was in special
cases considered to be the product of the halfsdiibts opposite sides, viz., when the plot wasqate
precisely a rectangle, and when the measuremetite afpposite sides were unequal one to anothetodue
the ruggedness of the terrain [32, p. 204].

Thus, the mean should have compensated theuraxy of the models, and, possibly, the influesicéhe
systematic errors of measurement. During the epbaferidian arc measurements the arithmetic mean be
gan to be applied as an universal estimator. Leif#i, Book 4, Chapt. 16] testified that it playedimpor-
tant part in developing the [classical] definitiohprobability and that it has been applied in$pbere of
economic relations.

| especially note that even when treating diodservations it was customary to begin by deghreir
binary combinations and only then taking the mefath@se. Thus, Boscovich [22, p. 150], having foair
ues of latitudinal differences  between the endpoints of his meridian arc measemg derived the six
halfsums (  + 5)/2,...,( 3+ 4)/2,and calculated their mean. The scatterintpede combi-
nations had apparently served as an indicatorrof.er

Simpson [28; 29] devoted a special memoir dolsdstically proving that the arithmetic mean weefey-
able to a single observation. The immediate catibésavork was to refute the statemensofme persons of
considerable notevho had thought thaine single observation taken with due care waswashno be relied
on as the mean of a great number of tfjg& p. 82].

Such an opinion was possibly occasioned bydragvances in the technique of observation. Simpson
proved (his main result) that for a symmetric tgalar distribution the probability of a certain@rmwas
essentially less than that of the same error inglesobservation. He thus (indirectly) issued frthva prop-
erties of random errors rather than, as it becasieidnable later on, from ignorance of the causdsmag-
nitudes of errors [16, §4129].

The arithmetic mean has been applied togetitbrrajection of outlying observations.Galileo [8, Day
Third] recommended such rejection and Lambert agpiti systematically.Daniel Bernoulli [3], who did not
approve of it, mentioned rejection as somethinglss did Euler. Gauss allowed careful rejectiblame
deviations; however, if, as he stated, such a tlewiavas caused by an unfortunate concurrencercfiti-
stances, the pertinent observation ought to bénextd9].Thus, observations might be rejected eithibey
were indeed corrupted by blunders (Gauss), oeif terrors were larger than some magnitude. Stf8d/e
1957, 837] and some German authors [10, p. 6&.190] sided with Gauss; or, more precisely, they o
posed subjective rejection.

Objective stochastic tests began to be appdiedjection in the second half of the™@entury [25; 5, vol.
2, pp. 558 — 566]. Contrary to Gauss’ opinion, td&ynot take intoconsideration the causes of diewia
Some participants in the ensuing discussions ggetsgt it was reasonable to sacrifice a few pbssitund
observations and to avoid the dangerous influeftarge mistakes. That attitude was of courseria ivith
modern statistical notions on errors of two kiriflse application of objective tests naturally denehthe
knowledge of the appropriate distributions (themmalrlaw was almost always presumed). Robust tests,
such which hardly depended on deviations of theibigions from their assumed type, remained unkmow
the only exception was apparently the criteriothogée sigma [13]. A number of statistical testg.(§30] )
were offered in the mid-J0century, but the state of the issue, as Ridergp621 — 22] formulated it, did
not apparently chande.

Posterior weights.Another estimator

€= xp(é-x)/ p(é-x) (1)
can be used instead of the arithmetic mean. kefé — %) are the posterior weights assigned to equally

precise observationg in accordance with the distance® ¢ % ) and & had to be calculated by consecu-
tive approximations. The weights might be discarteontinuous functions of their argument, andrfite
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18" century onward, mathematicians and astronomeestegly proposed estimators (1 ). Some authors
thought that posterior weights can allow for chaggtonditions of observation over long periodsimokt

For symmetric distributions estimators ( 19\pde a correction to the arithmetic mean due éodévia-
tion of the observations from pairwise symmetryatidition, at least in the usual case of postavights
decreasing to the tails of the distribution, these enables to do away with rejection. In someinss (1)
is at the same time the maximum likelihood estimaoppose indeed [3] that the density law is

(x) =r?—-(&8-x)°
with an unknown paramete®. Then, according to the principle of maximum likeldd,
{(e=x)/[r*-(8-x)*1=0,&= px/ p,p=1[r*-(&8-x)7

In this case, the weights increased towards tfe faaniel Bernoulli had not expressly indicatedttfact
and it might have remained overlooked.

The median. Pssibly the most active partisan of the median Bstienne [7]2 Maintaining that random
errors were only characterized by the symmetryeirtdensity, he calculated the probability that, @f n
observationsm will be negative, and rf — m) positive. The probability was maximal et = n2 for an
evenn andatm = (n - 1)/2 forn = 2m + 1, hence the median. Estienne then formulated akver
properties of the median. In particular, he argied it was closer to the true value of the cortstanght
than the arithmetic mean [even] if the smaller err@ere more probable than the larger ones, aradsbe
stated that the median was the most probable dstififia

(x) =kexp[-[f(x)-f(a)]] (2)

but did not specifyf ( x ). Estienne did not use the decrease of densjiyawee his first statement (which thus
failed); moreover, it was formulated in a deterrsiigi rather than stochastic sense.
Bervi [4] repeated many of Estienne’s assestiand he also proved by a simple reasoning that

P(X <X<X)=1-2M"1 (3)

where X was the constant sought. Kornfeld [15] argued titvtestimation of precision of observations
should be restricted to the use of formula ( 3t)this was an anachronism.

According to modern notions [14], for some wdi®ttions the median is nevertheless preferabtado
arithmetic mean; and, in particular, in the casarddnown densities. It would therefore be sendiblest the
use of the median when treating the observatiorderbg modern rangefinders since the densitieseif th
errors are hardly known. In concluding, | note thi@ndeleev [24] suggested to separate the varaltge
ries into three groups and choose as the estirohtbe constant sought the arithmetic mean of tiukli®-
most third, this being a peculiar combination @& thedian and the mean.

Notes

1.In the theory of errors, Lambert ([17, 88271 — 3@6id a large part of [18] and [19]) is the maiage-
cessor of Gauss. He was the first to expound sydteally many of its main issues, and to offer vieey
term, theory of errors. He also was the first tiineste methodically , but not successfully, thecgsien of
observations (by the deviation of the arithmeti@amef all the observations from that of all of thertept-
ing the most outlying observation) and even befdmaiel Bernoulli he put forward the principle of xina
mum likelihood. At the same time, when deriving klwe of distribution of certain observational esphe
issued not from their real properties, but fromeeged lack of causes for any other law.

2. See the passage in [27, p. 113]. The three-sigstdstdue to Jordan [12]; the Charlier test, totsezu
[6, p. 206]; and the chi-squared distribution, tob& [1].

3. Estienne published two pertinent notes in@he Acad. Sci. Pari¢t. 130, 1900, pp. 66 — 69 and
393 — 395) and returned to to his subject manysyleder [7a]. The comparison of the median with the
arithmetic mean with respect to their precisionaregith Laplace (1818, the Second Supplement to his
Théorie analytique des probabili)éand he [20] was also the first to introduce dignsi the type of ( 2).

Later addendum: The abstract of Estienne’s paggationed in [7a] is complemented by a reportien
ensuing discussion (Lévy, Hadamard). Lévy statatl ttontrary to Estienne’s opinion, the precisibthe
results increased with the number of observatiprsvided that the errors were not systematic); ttiet
arithmetic mean was best for the normal distribubat the median might be preferable for other sabmt
sometimes the mean square error “ne reste pas fhieh is “un argument sérieux” in Estienne’s favbut
that it would then be better to reject the extrarbgervations “dans une proportion determine” analte
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the mean of those retained. Hadamard’s remarks legesdnteresting: Experience proved that precisien
creased with the number of observations; the irstnggprecision of astronomical observations reveetiat
previous results obtained in the classical wayesg lprecise measurements were exact [ ? ]. H.lteHar
(1977, date of prefacefhronological Annotated Bibliography on Order $tits vol. 1. Wright-Patterson
Air Force Base, Ohio, described this material buitted Hadamard.
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5. On the History of the Adjustment of Indirect Ob<ervations
Izvestia Vuzov. Geodezia i Aerofotos’enika. 3, 1967, pp. 25 — 32

The determination oh unknownsx, vy, z ... from the equations
ax +hy+cgz+...+s=vVv,i=1, 2 ..m>n, (1)

where v; are the unavoidable residual free terms, was badmg from the 18century onwards when treat-
ing meridian arc measurements by imposing, diremtliacitly, various conditions on the valueswpfOne

of the first to solve a problem of this type waddE(i7] who determined the figure of the Earth fréoar
arcs. Excluding the parameters of the Earth’gsdiid, he got two equations betweenvfe (between the
corrections to the lengths of one degree of thadiaar), and, without applying any definite algonthre-
stricted his efforts to rough estimations.

The first classical method of solving systenis) (was thecombination of the equationg(in pairs for the
case of two unknowns). All possible combination$vad equations each were formed and the unknowns
calculated for each such combination under a gastimption that;, = 0. The final values of the unknowns
were assumed to be the arithmetic means overeatidmbinations. Boscovich used this method to deter
the parameters of the Earth’s ellipsoid [22] buttexde use of another method as well (below). Ir'v18%2en
after the introduction of least squares, Muncke [23872] followed suit.

Moreover, Boscovich [26] applied the same meéttos adjusting direct observations. In generaksists
of the 18" century attempted to treat both direct and indiodservations by a single algorithm, and the rela-
tion between the two cases was well understoodtagsged by the coincidence of terminology. Lambert
[17, 86] applied the same wolittel to designate both the arithmetic mean and theisaloff systems ( 1 );
Lalande [15, §2699] usedilieuin both these cases.

The method of combinations was also used fpraditative estimation of precision, which, becaate
unavoidable systematic errors, should have hareintbased on deviations from the arithmetic megchd@
Brahe [5, p. 349] apparently pursued this goal wherfor the first time ever (and certainly before
Boscovich, see above) applied the method of pagraisnbinations for adjusting direct observatiorfgtie
distance between Venus and the Sun when the plaseto the east and to the west from the lattet, as
far as possible, with all other conditions beingay} Recalling the method of measuring angledliocam-
binations, we may ask whether Gauss arrived atisduing from the described method.

The method of means

v, =0 (2)

was applied by Tobias Mayer [24] who solved a systé 27 equations in three unknowns by formingehre
preliminary summary equations according to condifi@ ). Mayer was compelled, as he himself wrttte,
introduce this method so as to avoid the diffieudtrk of deriving and solving all the possible comdtions
of three equations. More precisely, he thus usgeharalization of the method of means (which,srpifire
form, allows to determine only one unknown).Corutit{ 2 ) might be considered as the limiting cadsthe
method of combinations with a single subset idahtidth the entire system.

At about the same time Euler [8, §115] actuapiplied the same method. Having obtained two émpust

X=g+by+cgz+..i=1, 2

with pairwise roughly equal coefficients, he assdrtieat x was equal to the half-sum of their right sides.
Laplace [19, p. 121] mistakenly attributed thethod of means to Cotes:

Cotes has prescribed that the equations of contitie set out in such a way that the
coefficient of the unknown element is positiveach of them and that all these equations
be then added to form a final equation

Actually, however, Cotes [4] provided no equatians, in essence, his few lines ran as follows:

The point Z[the center of gravityyvill be the most probable position of the thing ethi
with the greatest plausibility may be considkits true position.
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My statement does not detract from Cotes, witigdentally, was well thought of by Newton. In hise,
there were no quantitative substantiations of anryiqular method of treating observations. Evendretye,
more than 80 years later, did not justify leastesga by anything other than qualitative considenasti

Like Eisenhart [6], | feel that condition ( s understood in the T&entury as following from the equal
probability of errors of each sign, and, as | shdll, as leading to the arithmetic mean in caskrett ob-
servations.

Lambert [17] used a condition of the type &f)(for fitting empirical straight lines and curviespoints, —
to observationsX;; y; ). He divided the observations into two (for @syinto several) intervals with lesser
and greater abscissas, determined the centerwfygimeach interval and constructed the stralgtg or
curve passing through these. Then, Cauchy [3; BapC 14, §5] also used condition ( 2).

Boscovich [22, p. 501ff] pointed out the inadaqgy of the method of combinations and proposeeva n
one so as to

obtain the mean in such a way that it would noalstmple arithmetic mean, but would
conform to the rules of random combinations ealdulation of probabilities according
to a definite law..

Specifically, he proposed to adjust the resulthefidian arc measurements under three conditibedjrst
of which demanding that the dependence betweeartkeowns be of the type of ( 1 ). The other twoeawver

second, that the sum of the positive correctionsdual to the sum of the negative ones;
third, that the sum of all the corrections, jpioe and negative, be minimal among those
possible when the two first conditions argséi@d. ... the second condition is required for
an equal degree of probability for the deviasmf the pendulufrand errors of

observation that increase or decrease thetlenfa degree. The third condition is
necessary for a maximal insofar as possiblgraxmation to observations ...

Boscovich’ requirement ofdefinite lawwas legitimate; however, without mastering dengityctions he
was naturally unable to say just how thées of random combinatiort®rresponded with his conditions.
Later on Laplace [20, 840] used the Boscovich mebtiod Gauss [9, §186] mistakenly attributed Boszovi
third condition to him.

Gusak [13] considered the history of thmimax principle

[Vmax | = min (3)

in which the minimum takes place for all possibéutions of ( 1 ) and traced it to the Chebysheabprm of
the best approximation of an analytical functionsogiven segment by a polynomial of a certain degre
Euler [7, 88122 — 123], about whom Gusak did npbrg was the first to use this principle. Laterlaplace
[20, Livre 3] and many other scientists applied-@mbert [16, 8420] knew the minimax principle adinit-
ted that he was unable to devise an appropriateitigr. Cauchy [2] busied himself with this problefK.
Uspensky had recently recommended the minimax iptanéor geodetic adjustments whereas in mathemati-
cal statistics it is applied in the theory of demismaking.

| shall now dwell on theonnections between least squares and the abovemened principles. The
solution of ( 1) by least squares might be obtiid] as

X = ii/ i,y= ii/iz,...
where ;/ i, i/ i, ... are the solutions of all the possible subsystefm equations isolated from (1).
The least-squares solution differs from the onaiokt by the method of combinations in that theghsi of
the partial solutions are there taken into accdmraddition, the weights of [the estimators o tmknowns
can be calculated in a similar way by issuing fiben appropriate partial weights [12].

Then, both Gauss [9, §186] and Laplace [18] Bated that the principle

X 4+ ..+ wX) = min ask

lim(vw* + w
(which, in the case of large but finite valueskoimay be considered as a generalization of leastagua
leads to the minimax principle. Indeed, for anyfisiéitly large k, the termv® with v? = max ¢?) will
exert the greatest influence so that the minimanditimn will be fulfilled.

It is usually thought thataplace and Gaussapproached the principle of least squares fromiderably
differing viewpoints. Tsinger [27, p. 1] assertbdttLaplace had made
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a rigorous| ? ] and impartial investigation; it can be seen frois analysis that least
squares provide results having more or legaificant probability only when the number
of observations is lardge..] Gauss, on the basis of extraneous consideratattempted to
attach to this method an unconditional sigmifice ... it will be easy to see the correctness
of Laplace’s conclusion; but with a limited nloen of observations we cannot count on a
mutual cancellation of errors and ... any comkimaof observations can ... just as well
lead to an increase of error as to its dimiouti

Tsinger exaggerated: the arbitrariness of the plieof maximum weight does not yet mean that itrnsuit-
able; practice had long ago refuted such a corartugind Markov [23] unreservedly supported thisipiple
(without ignoring its arbitrariness). It is hardgdyoper to set off Laplace against Gauss. Their commter-
est in the treatment of observations enabled thelselars to imagine better the problem that fabechtand
to approach their goals with clearer understandirthe general situation. And Laplace was no arrincha
scientist. In particular, he actively participatedhe introduction of the metric system of measwats and
in the determination of the figure of the Earth efhmeans that he could have hardly restrictedttéstion
to limit theorems. Indeed, he [19, p. 46] pointed that “it seems natural to use” the method oftieguares
even when the number of observations was small.(And8)

The optimal procedure is clearly that for which 8smne error in the results is less
probable than it would be under any other Eare.

In the same chapter of [19] Laplace severadsimeturned to his idea about the principle of mmaxn
weight and connected its application with the nieedhe most rapid decrease of the density functite
understoodveightas the positive parametér of a law of the type exp (k¢) and pointed out that the
weight of the mean result “increased like the nundfebservations divided [ ? ] by the number afgrae-
ters” (p. 45).

Again in the same source [19, p. 123] Laplatditaonally stated that

The slight uncertainty that the observations, wtiesre are not very many of them, leave
about the values of the constajts] causes a slight uncertainty in the probabilities
determined by the analysis. But it is almostagisvenough to know if the probability that
the errors in the observed results are contdiné@hin narrow limits approaches closely to
1; and when this is not the case, it is enotagknow just how many more observations
should be taken in order to obtain such a piolig that no reasonable doubt remains
about the quality of the results

Much of the above is also contained in [18,@e&iments 1 and 2]. Thus, the optimal result cowadp to
the maximal weight, the weight is inversely profmral to the sum of the squares of the deviatidwshe
same time, weight is a parameter of the normaldad/its maximum corresponds to the minimal proligbil
of errors or the minimal length of the “confideringerval”. The principle of maximum weight is thfsmu-
lated, but actually reduced to “confidence probghilvith a “confidence interval” of minimal lengttvhich
makes it impossible to dispence with an assumptfandefinite (of the normal) law. Laplace unquesébly
issued from the theorem now called after De Moamd him.

It might be assumed that these thoughts esdlgrassisted Gauss, but the latter did not merttiem. |
describe now how he developed the concept of weldidre is no such notion in Hifieoria motug9]
where we find onlyGenauigkeitsgragg8173). ... Gauss actually understood it as the ebtite weight.
However, he also introduced thMaass der Genauigkeit, la parameter of the distribution

() =(h/ Hexp(-h* ?)

but he did not mention the analogy betweenGkeauigkeitsgraénd thisMaass.
In [10, 83], issuing from the maximal valuetbé function

h"exp[-h*( 2+ 2+ 2+ ..)]

(where , , , ... were observational errors) in number), proportional, as it would be said ntmthe
likelihood, Gauss derived the “most probable” rielat

h={m/[2( %+ 2+.)}" (4)
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Finally Gauss [11, 86] introduced tmittleren zu befiirchtendem Fehlére mean error to be feargdd-
tura) nt, as he called it in §7, and noted (§9) that, for

(x) = (1/h  )exp(=¢/h?),
m = h/ 2 (5)

and called the magnitude inversely proportionairfo the relative weightGewich). He could have derived
a formula of the type

m=1[ /) (6)

by issuing from (4 ) and ( 5 ) but he did not med in such a manner apparently because the vesuwilt
have depended on the existence of the normallalisimn. This fact is extremely important; Gauss had
deed obtained a formula of this type (in §15) bdeipendently of the density. “The rule of leastasga was
already concealed” there [27, §13].

In 838 Gauss generalized his finding onto #eeof several unknowns. According to the contextyvas
concerned with derivingnthrough the deviationsom the adjusted values and he obtained

m=[(+ 2+ )= )" (7)

where the meaning of and is obvious. His working formula was therefore X rather than a generaliza-
tion of ( 6 ). Gauss himself, in hinzeigeof [11], noted that the ; in ( 6 ) and in its generalization were
“always” taken to be the most probable deviatioaistbat it was now possible to apply the more @eci
formula ( 7 ) and thus to observe thirde der Wissenschaftdoubt that the formula ( 7 ) should be called
after Bessel. The only writing where he could hpreceded Gauss is [1] but ( 7 ) is lacking there.

After Gauss’ lifetime théheory of errors became an engineering discipline with an estaitisphere of
solved problems and its development mostly followeétechnological” direction (its application toeth
treatment of various geodetic constructions). Havelieginning roughly in the 1920s, the theory bexa
chapter of mathematical statistics although steséismethods (mostly correlation theory and analydi
variance) have been until recently only appliedeodetic literature for special investigations. Miiit
disparaging these at all, it might be said thay tttid not touch on the essence of the theory afrerr

Quite recently a number of articles on confieastimation in the theory of errors have appedred-
ever, neither did this fact essentially change lsingt since the classical mean square error isralated to
such estimation. The basic content of the theomstifnation as applied to the treatment of obsematis
the attempt to use more fully the information pd®d by each observation by means of order statistic-
cording to Gauss, the arithmetic mean of equakcige measurements, independently from the apptepri
(but not “bad”) law of distribution, had minimal vance among linear estimators. This point of view
somewhat dated. It is now possible to arrange liservations in ascending (say) order, and to tatke i
account the information furnished by each of thEor.example, observations might receive weighteddp
ing on their distribution and number. Extreme ofsaBons can obtain weights larger than those obther
ones, some weights might even be negative. Thisagporoach, entirely different from the classications,
increases the precision of treating observatiodsagtually determines the divide between the atasgie-
ory and mathematical statistics.

Gauss’ “second method” is now inadequate aethaadologically even imperfect. The arithmetic mesan
the best estimator only under normality; decredsaance is provided by taking account of theetef
ence between terms of the variational series.éstgmly, no decrease is possible here for the chtee
normal law.

To what degree is the increase of precisiol?réaodesy, characterized by effective and mutifeheck-
ing of observations, is the proper sphere for yerif this. A final comment: posterior weights hasbabeen
introduced time and time again in the classicaretieory and they were assigned to equally presiser-
vations depending on their place in the variatismales [26]. They were determined almost withakirtg
into account the appropriate distributions butast they also aimed at improving the classicmetic
mean.

Notes

1.These differ from equations ( 1 ) and corresponitiéosecond main version of adjustment of observa-
tions.

2. Pendulum observations provide the possibility daating the flattening of the Earth’s ellipsoid of
revolution.
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6. Some Issues in the History of the Theory of Erms
Abstract of dissertation. Moscow, 1967.
Published as a manuscript. Inst. Istorii Estestaoini Tekhniki

The rise of the theory of errors as a disciplinhging to experimental quantitative science isremed
with the spectacular successes of instrumentarasnical observations of the "l @entury and with the
beginning of the epoch of meridian arc measurem@mts— 18" centuries). The advances in, and subse-
quent new problems of astronomy put onto the ageadaus issues concerning the treatment and eN@tua
of the precision of instrumental observations; Hralcalculation of arcs of triangulation and théeedmina-
tion of the figure of the Earth demanded, furthemeneohe ability to treat redundant systems of liredge-
braic equations. The theory of errors thus natyiattluded a number of problems pertaining to teatment
and estimation of the precision of direct and iadirobservations. The treatment of direct obsermatied to
the justification, of qualitative, and then of aagtitative, stochastic nature, of the long previadgithmetic
mean. The treatment of indirect measurements desddthe development of a number of algorithms which
were independent of probabilistic consideratioater, however, Gauss derived the method of leastreg
by issuing from the principle of maximum likelihaod

In the process of my work, | became acquaintitd a large number of sources in mathematicspastny
and geodesy. A large part of this literature remdilittle known or completely ignored. This vertusition
can explain to a certain degree why | succeedeetiing unexpected important results and among them

1. The description of the work of the forgot#emerican mathematician, Robert Adrain, who, intigar
lar, published two derivations of the normal distition in the theory of errors a year before Ggossat
least not later than he].

2. The establishment of the priority of Ernéth& in considering the chi-squared distribution.

3. A critique of the derivation of the normastlibution as given by Gauss in 1809.

The literature on the theory of errors and tlethod of least squares paid great attention tqustdication
of the normal law. That problem occupies only aosélary place in my work. Indeed, this is perhapsza-
rate topic in which, first of all, it is necessaoyexamine the theory of elementary errors anct#mral limit
theorem. And a large number of other derivatiomsed out to be dead ends and today represent only
mathematical exercises.

My work consists of three chapters, an apperatid an addendur@hapt. 1 investigates the early appli
cation of the arithmetic mean in approximate caltiahs, games of chance, in astronomy and theory of
probability proper. That it was used in antiquistbeen known for a long time. However, the conoedf
this fact with the stochastic nature of the mean m@t noted, — and precisely this fact is streisenighout
almost the entire chapter. Furthermore, a largeuatnof factual material is collected there.

The science of mean values, including the iendtic mean, already existed in the Pythagoreanoscaond
the latter had been widely applied in antiquityapproximate calculations of the areas of figuress\ani-
umes of bodies. The formula for the calculatiothef area of a quadrangle as the product of haléunes of
opposite sides was used in ancient Babylonia eftitarot exact rectangles or when the oppositessigere
unequal because of the ruggedness of the terrai {£aiman). This means that the arithmetic meas wa
invoked to compensate both for the lack of stragilecability of the formulas (models) and for thesematic
(not random, as nowadays) errors of measurement.

Commercial practice aided the spread of tha @f@he arithmetic mean, and claims were even rtizte
in this sense the sphere of economics was primamgording to Leibniz, the principle of equal allomee of
equally tenable assumptions was the fundamentalthgpis in the contemporaneous theory of probgbilit
believe that Leibniz thought about the origin of first stochastic concepts, probability and exgtémh, and
that his idea provided the possibility of the lagabjective understanding of probability.

The history of games of chance contains eviderfithe widespread knowledge of the idea of tithrae-
tic mean which served as an intuitive statistindidator of the totality of possible outcomes aedhaps of
the appropriate expectation. During the epoch aidia arc measurements the arithmetic mean begha t
used as an universal estimator in all stages af titgatment. In the same period and even eaHefitst
qualitative statements about the benefits of apglyt had appeared (Picard, Condamine).

In 1809 Gauss postulated the principle of tithmetic mean and essentially used it in his ddibn of
the normal distribution. This attracted attentiorhis postulate and a number of authors trieddace it to a
“more obvious” premise. These attempts were, howeife purely deterministic nature and | do noedw
on them. In the first half of the f&entury Cotes applied an analogy from mechaniesdcenter of gravity)
for justifying the arithmetic mean, and Lamberedrito substantiate it on a stochastic basis.

InChapt. 2, in connection with the history of the treatmehtlivect observations, | studied the work of
Galileo and Lambert, then dwelt on the appropnaéenoirs of Simpson and Lagrange. Also there | itives
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gated estimators with posterior weights, the pplecof maximum likelihood and the rejection of girb
observations.

Galileo was the first to formulate a numbebasic theorems in the theory of errors (Maistrb@mbert,
who laid the foundation for that theory, was th&tpredecessor of Gauss in this direction. Whdystanti-
ating the advantages of the arithmetic mean, Simssued from the objective properties of obseoveti
errors. His immediate aim was to refute the opiribfrsome persons of considerable note” that omefah
observation can be relied on as much as on the ofemgreat number of them, and in this connedtion
studied the works of Flamsteed and Bradley. | amfedl that the abovementioned opinion, to whicheghes
astronomers never subscribed, was the result gfréet successes of observational techniques anabtli
have a lasting influence on experimental scienegrange, without mentioning Simpson, reproduced his
results and studied several continuous distribgtion

Denote the direct observations of an unknowrstamntx by x, i = 1, 2, ...,n, then

€= xp(é-x)/ p(é-x) (1)

will be an estimator ofx with posterior weightp (& — X ). Such estimators with discrete or continuous
posterior weights had repeatedly been proposedbiegj with the second half of the.8entury (Short,
Euler, De Morgan, Newcomb, Ogorodnikov). Some arghloought that posterior weights could allow for
the change over time of the parameters of the g@piatte law of distribution. In my opinion, with @ven

law (a natural assumption) estimators ( 1 ) ontwjute a correction to the ordinary arithmetic méarthe
deviation of the observations from pairwise symmettowever, these estimators may be considered as a
historical analog of some modern statistical estimsa

In 1778 Daniel Bernoulli proposed an estimatith posterior weights increasing towards the taflthe
distribution adopted (an arc of a parabola). He@ariticized the arithmetic mean consideringuitable
only for uniform distributions; instead, he propdgke principle of maximum likelihood arriving attama-
tor (1). The unusual behavior of the posterioigives would have seemed unacceptable; howevery,Enle
a companion commentary, mistakenly concluded tiatmeights decreased to the tails. Incidentallguich
“unusual” cases posterior weights are no alteredtiv rejecting the outliers.

| have shown the similarity in the use of thimgiple of maximum likelihood by Adrain (1808 [@B09])
and Gauss (1809) for deriving the principle of temgiares and the arithmetic mean and investighted
justification of maximum likelihood by inverse pratility (Laplace, Gauss).

Rejection of outliers was recommended by Galdad systematically applied by Lambert. Stochastic
criteria for rejection were only devised in themet half of the 18 century. Their appearance was inevitable
both because of the desire to abandon arbitraggtiepn and of the expansion of the domain of aptibnis
of probability. On the other hand, the developn@rguch tests was delayed by the fetish made afitheal
law according to which any error was possible aghaps by the opinion of Gauss who allowed rejactio
only in cases of gross errors.

The first stochastic criteria for rejecting lers (Pierce, Chauvenet and others) were baselirect calcu-
lation, according to the normal law, of the oddsdnd against dubious observations and gave riae to
drawn-out polemic where opinions in essence leattirtge consideration of errors of the two kindseve
expressed: better to sacrifice a few possibly bédimbservations but get rid of the dangerous énfte of
large errors. Thus, Gauss notwithstanding, theserierrejected large errors regardless of thagior The
errors of these tests resulting from small diveogsrof the distribution of observational errorsrirnormal-
ity (non-robustness of criteria) were not invediga

At the end of the chapter | mention that a gjtstive estimation of precision began to be usddtively
late. With the exception of Lambert (who, for thaatter, did not norm his measure of precison aatetbre
could not directly compare several series of olzt@ms), no-one until Gauss (1823) introduced armhs
measure. Incidentally, | found a normed estimafgrecision in a work of Delambre written sometithe-
ing 1818 — 1822,

InChapt. 31 study the history of the mathematical treatm@rindirect observations (the solution of re-
dundant systems of linear algebraic equations thigtthelp of some supplementary conditions imposed o
the residual free terms ). Above all, for the frequently occurring casewb unknowns (in particular, the
unknown parameters of the terrestrial ellipsoideslution), | investigated the practice of usirajrpise
combinations of measurements (condition:= 0). A similar method was traced up to 1827.dditon, |
discovered that the method of pairwise combinatisas used while treating direct observations (Baisty)
with the subsequent calculation of the arithmet&amover all the combinations. | assumed that dingb¢:
nations were applied here for a qualitative evadmatf the precision of observations, and, in addijtso as
to apply a single algorithm for treating both dirand indirect observations.

| also traced the connection of the methopaifwise combinations with the method of means/( =
0). Tobias Mayer (1750), while solving a systen2éfequations in three unknowns, grouped them eethr
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summary equations. He justified this procedureef@egalized method of means) by the practical impiss
ity of forming and solving all the possible comidinas of the equations in threes. The conditiothef
method of means was naturally regarded as resttiimg the equal probability of errors of each sigl
leading to the arithmetic mean in the case of tiobservations.

| also describe the treatment of meridian aeasarements by Boscovich. Not being satisfied thith
method of combinations, he proposed the conditions

vi =0, |vi] = min

which were also used later on by Laplace.

A.A. Gusak described the history of the mininmasthod (condition: Maxyj | = min with the minimum
being taken among all possible solutions of théesys | supplemented his account by several rensmils
indicated, in particular, that Euler had appliegiheénts of this method in 1749 (not in 1778).

Gauss (1809) derived the method of least sguarehe basis of the normal distribution of randuser-
vational errors. However, their usual propertiesenenly connected with this law through the arittime
mean. In 1823 Gauss published his second derivafitgast squares by issuing from the principlgrefat-
est weight. He thus renounced his previous tasitraption that the normal law was the only posdioheof
error. The principle of maximal weight for a finiseries of measurements was already known to Laplac
who thought that the optimal result correspondeshaaimum weight with the weights being inverselg-pr
portional to vi2. But at the same time Laplace defined the weiglha positive parameter of the law of
the type exp (4o¢) and he reduced the condition of its maximunheleast probability of errors, or to the
shortest length of a “confidence interval”. Thidrpef view did not permit him to renounce the natriaw
as the universal law of error. However, one shoetibgnize a greater similarity of Laplace’s and €3au
ideas than it is usually recognized; it is hardbportune to contrast these great men of scieneadb other.
Precisely their community of interests in treatoigservations enabled each of them to formulatebtte
unsolved problems, and, when attacking them, toarlthe results of each other.

In theAppendix, | cite short biographical data on the Americartimamatician Robert Adrain (1775 —
1843) and investigate in detail his work in theottyeof errors. | also trace a number of later daions of
the normal distribution. In 1808 [or 1809] Adrainlgished an article which contained two derivatiohthe
normal law of random observational errors; a deidveof the principle of least squares (it was sggu,
however, that Adrain was acquainted with the wdrkegendre) and of the arithmetic mean; a detertitina
of the most probable position of a ship from demzkoning and an observation of its latitude; anddjost-
ment of a closed compass traverse.

In 1818 Adrain published two articles devotedrte derivation of the flattening and the siz¢hef Earth.
Using the data collected by Laplace, he appliegtieeiple of least squares and obtained 1/31%Heflat-
tening. In his second article, he arrived at a r&aialy good estimate of the Earth’s radius. Hisitsswere
wonderful, but of course his work cannot be comgavith the achievements of Gauss either directlgvan
less in its significance for the later developmefithe theory of errors since he remained virtuatiknown.

In theAddendum | attempted to sketch a general outline of théohysof the theory of errors, and, in
particular, to explain the reason for the existesfcevo versions of the theory, theathematical-statistical
and theastronomical-geodetic.

Having worked without a scientific mentor, Insider it my duty to mention with even greater &gja-
tion the participants and the heads of the sentindhe history of mathematics and mechanics aviibe
cow Lomonosov State University. The atmospherbaseminar in general, as well as the advice redeiv
essentially helped me.

Judith A. Behrens and Walter L. Sadowski hadgtated this piece about thirty years ago; | haviesed
their work.
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7. On the Work of Bayes in the Theory of Probabiliy
Trudy XII Nauchn. Konf. Aspirantov i Mladsh. NaucBetrudn. Inst. Istorii Estestvoznania | Tekhniki
Sektsia istorii mat. i mekh. nauk. Moscow, 1969, 4p— 57

Subsequent note

| have examined both parts of the Bayes memoirgRice the first part was reprinted [3] and studigd
many authors; and since Wishart, whose work [3)drtboked, had discussed the second part, | aralatan
ing only a few lines from my paper.
* * *

[...] In a posthumous note [1] Bayes proved thatseries applied when calculating the sum
logl + log2 + ...+ log

by the Stirling formula was divergent. He maintairibat only a certain number of the terms of tleaies
might be taken into account and concluded thatngorous methods should not be trusted. Actualbyds
directed all this against De Moivre who had apptieel Stirling formula for deriving the “De Moivre —
Laplace limit theorem”. [...]

De Moivre proved that

b
P{ [(u-np)/npal  }~ @/V2p) exp(-¥2)dx (1)

where n was the number of successes imdependent Bernoulli trials with probability ofcaessp, q =
1-p andn . H could not have known that var u rpq.

Neither Bayes nor Price considered the case of , and the latter indicated, in his supplementttd p
of the Bayes memoir, that the De Moivre formula waly applicable in that case, and, furthermoréy on
when p (or gq) was not small. Nevertheless, Timerding [4] miedifthe Bayes formula from pt. 2 and effec-
tively obtained

P{-z [([_D—a) I({JPg/nn)l z}y~ (27 ) exp (—X/2) dx.
0
Here, p and q were the numbers of successes and failures trials (p + q = n), a = p/n

and P was the unknown probability of success in a sitgge. For my part, | note that £ a and vamp

pg/rt.
It is remarkable that Bayes, who certainly nlid know anything about variances, was apparebly @
perceive that an elementary and formal transfoonadf the left side of (1) leading to

P( {[(u/n)-pl/ypainy} )

would not provide the proper answer to his problem.
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8. On the History of the De Moivre — Laplace LimitTheorent
Istoria i Metodologia Estestven. Naulol. 9, 1970, pp. 199 — 211

1. Jakob Bernoulli'sArs Conjectandgreatly influenced the development of the theorgrafbability and
was always considered a classic. In particular|da@p[21, p. 118] highly praised it. | touch onpts 4 that
contains Bernoulli's law of large numbers (a tenme do Poisson) and discuss Karl Pearson’s extremely
negative opinion about it.

The essence of Bernoulli’'s law is as followsfirst, he considers the binomial ¢ s)™ wheret = r +
s, n is alarge number and and s are natural numbers. He proves that, for a suffibydarge nt, the sum
of the 21 middle terms, even excluding the middlemost on#,beicome ¢ times greaterd > 0) than the
sum of its other terms. Bernoulli then makes usthaff algebraic fact in his stochastic reasoning.

Letp = r/(r + s) be the probability of success in eachmf(independent) trials. Then, given a suf-
ficiently large number of these, the probabilitgttthe number of successes p is within the baiesla (r
+ 1) can be made times greater than the probability of the contewgnt with ¢ being fixed beforehand.
In other words, Bernoulli proved that

IimP[[(p/n) —p| < ]1=1 asn

Both Markov [22, pp. 44 — 52] and Pearson [26] dbsd the appropriate mathematical steps in detail.
Bernoulli then inverts his problem and maingaiwithout any special proof, that if some (postgrprob-
ability of success at any trigd = r/(r + s) is obtained aftent trials, then the probability that the true

value of p lies within [p £ 1/(r + s)] can also be made times higher than the probability of the
contrary event. He also provided a somewhat ldssawvn estimate: for = 30 ands = 20 [and, conse-

quently, fort = 50 and 1 & s) = 0.02] it occurred that = 1,000 fornt = 25,500;
¢ = 10,000 for nt = 31,258, etc. Thus, whemt increases by 5,758; increases tenfold. It was
hardly noted that this estimate means that

nt = 25,500 + 5,758 Ig¢/1,000) = 8,226 + 5,758 &y (1)
or that

c = 1O(m —8,226) /5,758 ()1

which is not difficult to write down for base.

Bernoulli did not aim at estimating the changecirwith the change in the boundaries of the number of
successes. Expressions ( 1) and)(ate deterministic relations betweah and ¢ and they show that Ber-
noulli effectively formulated his law as a locahii theorem.

In 1913, two hundred years after the publicatbtheArs Conjectandiits pt. 4 was translated into Rus-
sian under Markov's editorship. The same year Magkat out a third, a jubilee, as he called it, ieditof his
treatise [22] and supplied it with Bernoulli's p@it. And, again in 1913, the Imperial [Petersbukghdemy
of Sciences organized a special sitting devoteBetmoulli’s work in probability with Markov, Vas# and
Chuprov reading their reports. However, only in49 the posthumous edition of his treatise, Marl22,
1924, pp. 44 — 52] improved Bernoulli’'s numerieatimate (above) obtaining 16,655 instead of 25,5@0
ensured the main correction (17,324) by specif8egnoulli’s intermediate inequalities. He did nppéy
the Stirling formula, apparently because Bernaaliurally had not known it. And Markov's residuakiec-
tion followed from his abandoning the conditiontthi be divisible byr + s = t.

Pearson [26] attained even better results by mefthe Stirling formula and secured a practicaliggise
coincidence of his estimate with what would hav@feed from the normal distribution as the limititagv
for the binomial. He (pp. 202 and 210) concludeat Bernoulli

adopted a very crude method of inequalifie§ He gets most exaggerated values for the
needful number of observations, and for thésom his solution must be said to be from the
practical standpoint a failure; it would ruiritber an insurance society or its clients, if it
were adopted. All Bernoulli achieved was tovsltieat by increasing the number of
observations the results would undoubtedlyvéthin certain limits, but he failed entirely

to determine what the adequatember of observations were for such limits. Tas

entirely De Moivre’s discovery.

After all, I think, we must conclude that it isv#what a perversion of historical facts to
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call the metho{l...] by the name of the man who after twenty yearsmdideration had

not got further than the crude valfies] with their 200 to 300 per cent. excesses.
Bernoulli saw the importance of a certain peoh; so did Ptolemy, but it would be rather
absurd to call Kepler's or Newton’s solutionménetary motion by Ptolemy’s name! Yet
an error of like magnitude seems to be madenvide Moivre’s method is discussed
without reference to its author, under the diag of “Bernoulli’'s Theorem”. The
contributions of the Bernoullis to mathematiseience are considerable, but they have
been in more than one instance greatly exaagdr The Pars Quarta of the Ars
Conjectandhas not the importance which has often beeibated to it.

Pearson’s opinion is hardly correct since tfaefical uselessness of the Bernoulli estimat@ighat
important (to say nothing about his impossibilifyapplying the Stirling formula). On the contrahgtress
that the very existence of that estimate and oh8alti’s law of large numbers was extremely essgnti
Pearson [25, p. 404] also noted that Bernoullirditiprovide a measure of precision determinechby”.
However, we should not fault Bernoulli for thatheit. Properly praising De Moivre, whose merits hadn
attributed to Bernoulli by all French and Germathaus known to him, Pearson at the same time peafaza
great scholar.

2. Niklaus Bernoulli estimated the ratio of the midghart of the binomial series to its other parts apd
plied his calculations to a stochastic deductiamceoning the sex ratio at birth. He communicatedrésults
to Montmort in a letter of 23 January 1713 andléter included them in his book [24, pp. 388 —]384b-
lished the same year, before or at least indepéiydeom the appearance of thes Conjectandi.

Niklaus issued from Arbuthnot’'s datdDenote the sex ratio (boys / girls) my/f the yearly number of
births by n of which p are boys, théth term of the binomial th + f)" by u;, and introduce

S; = Usr+1/Ufroj4+1, S = Ugre1/Ugraie, | = 0( n), t = min(s; ).
Then, as Niklaus approximately calculated,

P(lu —rm| 1) =(t-1n,

t" {1 +[1(m+ f)/mfr]}""? exp[I*(m + f)2/2mfn],
so that, denotingp= m/(m + f) andq = f/(m + f),

P(lu —rm| 1) 1 - exp(-1*/2pgn) (2)

where pgn = var p.
Thus, Niklaus indirectly arrived at the norrdatribution. It is easily seen, however, thatfoisnula is
indeed not applicable for large valuesloffor example,

¥

P(|p —rm| 0) exp (— 1%/ 2pgn) d
0

since this integral is not equal to unity.

3. A French national, De Moivre (1667 — 1754) [2 ;; 238, pp. 135 — 136 ; 34 ;8)wvas forced to leave
France after the revocation of the Edict of Naf1€85). His mathematical education (his teacher was
Ozanam) occurred to be patently insufficient butfanaged to fill in the gaps in his knowledge glhiim-
self and was even elected to the Royal Society{jL8%ewton favored and respected him (De Moivre ac-
tively participated in editing the Latin versionéwton’sOpticg, and, in his later years, habitually referred
those, who asked him questions of a mathematit¢ateneo De Moivre. When the Royal Society appairde
commission for deciding the priority strife betwddawton and Leibniz with regard to the analysigdifi-
tesimals, De Moivre was elected its member (anatiember was Arbuthnot).

Todhunter [33, §233] correctly noticed that

In the long list of men ennobled by geniugueiand misfortune, who have found an

asylum in England, it would be difficult to neumne who has conferred more honor on his
adopted country than De Moivre.
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This, however, is not the whole truth. De Moivraswy homeland did not at all secure him a worthy aiay
life. He was never able to take up a permanentiposand had to support himself by private lessamc
consultations. In 1735 De Moivre was elected toBbdin Academy of Sciences, and in 1754, shoréfobe
his death, to the Paris Academy.

Todhunter [33, 8§336] concluded that “the theafrprobability owns more to him than to any other
mathematician with the sole exception of Laplatefowever, when listing De Moivre’s concrete achieve
ments, he only mentioned his investigations ofdtietion of play, his theory of recurring seriesl &is
“extension of the value of Bernoulli’s theorem kg taid of Stirling’s Theorem”. Considering thatsthéx-
tension” led De Moivre to the normal law, we shoeffimate his merits much higheis main pertinent
writings are

a)The Doctrine of Chancd43] greatly expanded from its initial version [11

b)Misc. Anal.[12] with two supplements apparently bound uph®main text at a later date. Pearson [25;
27] ascertained that not all the copies of the Humke the first supplement, and only a few of tHesee the
second one dated 1733 [10], reprinted by ArchilpdldOwing to its importance, | list it separately:

c)Approximatio ..[14] 2 De Moivre included its English translation in $econd and the third edition of
his Doctrineand introduced it [13, 1756, p. 242] in the follogiway:

| shall here translate a Paper of mine which waisifgd November 12, 1733, and communicated to some
Friends, but never yet made public’

Pearson [25] stressed that Amproximatiohad contained the normal distribution, but he hakdlew that
this fact was already noticed by Eggenberger @] that Czuber [9] and Haussner [6, No. 108, p.-4
159] mentioned the latter’s discovery.

| shall first dwell orDe Moivre’s theological viewswhich he expounded more fully in the second Ehglis
version of hisApproximatio[13, p. 253]. There, illustrating his thoughts bgaane of dice, he maintained
that

The probability of an assigned Chance, that isahe particular disposition of the Dice,

becomes as proper a subject of Investigatioargsother quantity or ratio can be. But

Chance, in atheistic writings or discourseaisound utterly insignificant: It imports no

determination to any mode of Existeficg nor can any Proposition concerning it be

either affirmed or denied ...

Arbuthnot clearly formulated the problem aleterminate versus random origin of the observed pr
dominance of male births over those of females,camtluded that that fact was occasioned by Didiee
sign, — but why was it impossible to formulate improblems “in atheistic writings” with the sarokrity?

Derham (1657 — 1735), another Fellow of the&@&pciety and a clergyman, pronounced a simildr an
vigorous statement [15, p. 313] likely known to Beivre'®:

Should we be so besotted by the devil, andddiby our lusts, as to attribute one of the beatrived
pieces of workmanship [man] to blind chance, oruidgd matter and motion, or any such sottish, viret;
atheistical stuff?

And already in 1738 De Moivre [14, p. 251] quitdidigively wrote:

Altho’ Chance produces Irregularities, stilltl©dds will be infinitely great, that in the proses Time,
those Irregularities will bear no proportion to tlecurrency of that Order which naturally resulterh
ORIGINAL DESIGN.

Pearson [27, p. 552] remarked in this connactio

De Moivre expanded the Newtonian theology aretted statistics into the new channel
down which it flowed for nearly a century. Tdaises which led De Moivre to his
Approximatiocor Bayes to his theorem were more theological soaiological than purely
mathematical, and until one recognizes thatbst-Newtonian English mathematicians
were more influenced by Newton’s theology tiwahis mathematics, the history of
science in the fBcentury — in particular, that of the scientistsoulvere members of the
Royal Society — must remain obscure.
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Above, | indicated that Newton had respectedVidé/re. Here now is a phrase from the Dedicatibthe
first edition of theDoctrineto Newton, as reprinted in its third edition [1358, p. 329]: He, De Moivre,
will think himself “very happy” if he could, by hiBoctrine,

Excite in others a desite..] of learning from yourgNewton’s]philosophy how to collect,
by a just Calculation, the Evidences of ex¢aigVisdom and Design, which appear in the
Phenomena of Nature throughout the Universe ...

In other words, how to choose between DesighGimnce. The aim of the theory of probability wWass
formulated.

| conclude here by quoting De Moivre’s ansveeatman “who, apparently intending to pay him a com
pliment, remarked that mathematicians had no wiigiHe replied: “I will prove that | am a Christidoy
forgiving you the insult you are offering” (Walki84, p. 363], repeating an earlier author [2, p}]1.8

Book 5of theMisc. Anal.ls called “De binomia + b ad Potestatem permagnam evecto”. There, De
Moivre had provided a long passage from Jakob Belindescribed Niklaus Bernoulli’s letter to Montmt
(above) and solved two problems on expected wirminggames of chance and a few important algebraic
problems which he applied later on in Aigproximatio. While commenting on Niklaus, he [12, p. 98] cor-
rectly remarked that Niklaus

Did not investigate the probability that the prolililp of the number of occurrences or
non- occurrences of an event was containedmitafinite boundaries.

The two abovementioned problems are also iDtietrine (1738 and 1756; NNo. 72 and 73 in the latter).
The second, but not the third edition has a Tab@omtents where De Moivre characterized them adiig
to establish the degree of consent that shouldthelheed to experiments whereas Approximatiowas mod-
estly described as the same subject continuedefurth

The Corollary to Problem 73 actually states tha statistical probability of an event will besge to its
theoretical counterpart, and the closer the mosefations are made. Still, De Moivre continued,

Considering the great Power of Chance, Events naghing run fall out in a different
proportion from the real Bent ...

and he was therefore adducing a translation oAfiiroximatioso as to solve “the hardest problem that can
be proposed on the Subject of Chance ..."

Like theArs Conjectandithe Approximatioconsists of an algebraic and a stochastic pathdriirst sup-
plement to théVlisc. Anal. De Moivre derived, independently from Stirling aaidthe same time as the latter,
an approximation fom!. It involved a constanB such that

INB=1- 1/12 + 1/360 — ..., 1/12 By/1 2, —1/360 =B,/ 3 4, ...

and B,, B,, ... were the Bernoulli numbers. It was Stirlingwever, who informed De Moivre thd =

\/Z . Nevertheless, commentators [22; 25] indicatétte Stirling formula should be called after both
him and De Moivre. This is all the more reasonaitee De Moivre, in the same supplement (and alsbd
Doctrine[13, 1756, p. 333] ), published a table ofilnwith mantissas given to 14 digits far = 10 (10)
900. When comparing it with a modern table [28, &mip, Tafel 6, 18-Stellige In'] | found out that it is
correct up to 11 — 12 digits with a single mispimthe fifth digit of the mantissa of In 380!

De Moivre distinctly recognized the importarafe n as a measure of precision and called it “the
Modulus by which we are to regulate our estimatid®, p. 248]. True, its first appearance was cadumean
“algebraic” fact: the valud = n/2 was the boundary between two methods of iatery the exponential
function.

De Moivre (p. 247) also maintained that

The number n should not be immensely great;dppssing it not to reach beyond the
900" power, nay not even beyond the "Lafie Rule here given will be tolerably accurate,
which | had confirmed by Triafé

He did not elaborate, but the mere fact of checkixegprecision is remarkable. Walker [34, p. 355]m
tained that De Moivre had

Made few practical applications of his discoveriasd he never resorted to physical
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experimentation or to induction of empiricaidrom observed phenomena. He did not
weigh and measure and count to secure objegtviéication of his discoveries in the
theory of probability. ... he does not set upeeixpental checks ... he would doubtless
have exhibited extreme astonishment at theestigg that his Approximatjevhich he
thought merely an exercise in pure mathematiostained a law which would ...

De Moivre’s “Trials” (above) hardly belongednatural sciences, but they, as well as his Tabla o!,
and his calculations of annuities on lives tedtifgt at least in mathematics he carried his wortoygracti-
cally useful results. Consider also his Dedicatbthe Doctrineto Newton (above), and Walker’s statement
will be dismissed. As to th&pproximatiq it was written to strengthen statistical dedutsi¢see the descrip-
tion of the Corollary to Problem 73 above).

Bearing in mind that De Moivre, in concludinig Approximatiq noted that his deductions might be [read-
ily] extended onto the general case & ¢ b)", his finding should be interpreted as provinglteal and
the integral theorems on the convergence of thenhial distribution to the normal law, but of coutse did
not know anything about the uniform convergence tillees place there.

Independently from De Moivre, Daniel Berno@lli770 — 1771) derived the De Moivre — Laplace limit
theorems, and | hope to discuss this topic elsefier

Notes

1.The appearance of serious studies [18; 19] asasedff a reprint of Montmort [24] made it possilde t
leave out some mathematical transformations orlgimacluded here. This paper intersects my pregiou
article [29].

2. Aleksandr Vasilievich Vasiliev (1853 — 1929), Preder at Kazan University, a mathematician and
historian of mathematics, played an active papdpularizing Lobachevsky’s ideas. In 1885 he phiglisa
course in probability (Kazan, a mimeographed edjtiblowever, in this branch of mathematics he imar-
ily remembered as Markov's correspondent. It was lietter to Vasiliev that Markov expounded hissisi®n
justifying the method of least squares.

3.John Arbuthnot (1667 — 1735) [1; 5; 32], a physicdad mathematician, Fellow of the Royal Society
(1704), was well acquainted with Jonathan Swift Alekander Pope and published a few pamphlets di-
rected against the Whigs. The name of one of hisdse John Bull (from hislistory of John Bu)lis still
with us. Arbuthnot also wrot&n essay on the Usefulness of Mathematical Learflini§0; reprinted in [1])
andTables of the Grecian, Roman and Jewish Measureghté and Coingl707) and he was the main
translator of Huygen<f the Law of Chancgl692).

For my subject, however, the most interestihigi®writings is his note [3] where he, for thesfitime
ever [17], tested a statistical hypothesis. At @néssuch a procedure is understood as a tesé oé#lization
of some law of distribution, or of some value gfaaameter of some definite law. Arbuthnot, howewaér,
tempted to test whether a phenomenon under hiy étivel prevalence of male births over those of fesja
was random or determinate, and he decided in fafvthre latter, — of Divine design. A number of late
scholars (Daniel Bernoulli, Michell) including Lage tested hypotheses in the same sense as Arbditino
Newton apparently respected Arbuthbot. Thus, heudised Flamsteed's observations with him (letter to
Flamsteed of 1711 [7, vol. 2, p. 489]).

4. Later note: | indicated that the fact@42/,0 is lacking in formula ( 2 ). Hald [19, p. 17] dibt repeat
this remark.

5. Maty’s memoir proved unavailable. However, an #&tiSur la vie et sur les écrits de De Moivre” is
contained in thd. Britannique(La Haye, t. 18, Sept. — Oct. 1755), a periodichied by him.

6. Later note: This seems to be too strong.

7. TheMisc. Anal.is not translated into any modern language, anavtivés of De Moivre are not col-
lected together in any edition. From Lagrange’®leo Laplace of 30.12.1776 [20] it follows thaey both
thought of translating De MoivreBBoctrineinto French. De Moivre began Mgpproximatioby stating that
only Jakob and Niklaus Bernoulli had preceded Hind he continued:

tho’ they have shewn very great skill, and haveptiaése which is due to their Industry, yet
some things were farther required; for whatyth@ve done is not so much an
Approximation as the determining very wide tmivithin which they demonstrated that
the Sum of the terrfef the binomiallwas contained.

8. Later note: In thé\pproximatioitself [13, 1756, p243] De Moivre also stated: “It is a dozen years or
more since | had found what follows ...” These yesrsuld be reckoned from 1733 (not 1738) since the
Latin version of 1733 mentioned “Duodecim jam samhi ...” In other words, De Moivre made his out-
standing discovery in 1721 or a bit earlier.
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9.1n a letter of 1714 to Newton Derham [7, vol. 25@0] asked the former to honor his promise ofrgivi
“castigations” for the third impression of liysico-Theology.
10.Just as it was in several instances above, | ddemsiribe these problems anymore. However, | refer
readers to my later paper [31, p. 236] in connectitth theSpectatolintroduced here by De Moivre and
with the role of such outsiders.
11.See [30].
12.“Power” likely referred to “binomial to the powef m”.
13.Since then published in 1970, Biometrika vol. 57.
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9. On the Appearance of the Dirac Delta-Function ira Memoir of Laplace
IMI, vol. 20, 1975, pp. 303 — 308

In one of his memoirs devoted to the theory of mriaplace [1] assumed the density of observational
errors as

f(x) = (L/2a)In(al|x]|),a> 0, x| a j1

Without repeating his suppositions [2, esp. pp.2248], | note that this density was patently itadle for
any practical applications (it was infinite & = 0) and that in case of need Laplace would have wirido
edly modified his law.Just as in his previous memoir [5], Laplace seatdbr the “best” estimator of the
“true value” of an astronomical phenomenon by mesnspeated observatioAshoosing the numbee
determined by the equation

e

(X =X )f(X = %) ... T(X = X,)dx =

f(X=x) f(x—= %X)..[(X=X%)dx (2)

e

where x;, X ..., X, were the observations.
Apparently bearing in mind his memoir [5], Lapé maintained that the rule of the arithmetic nesambe
deduced from ( 1) given that was unbounded. It was there that he effectivelpthiced the Dirac delta-

function, or, rather, one of its interpretationseguence of functions (1) at . Laplace did not prove
his statement; instead, he (p. 480)twe to a “much more general theorem” for the dgns
y= (XY= (- X=qif x=0;and =0 if x O, 0. (3a;3b)

He actually considered a sequence of functior(s x); and the condition ( 3a ) should more precifaly
written down as

(9=0d( ) ={ 1 2.0 ne} O (4)
Suppose now that x = t, then the relations ( 3 ) will become
(t)=q,t=0, |x] <+ ;and =0t O, x] =+ , (5a;5b)
and, in accord with stochastic demands,

" (Oydt=c( = 1,say) (6)

sothatin (5a)g( ) . The same demands leaddq ) 0in(4).

This interpretation of relations (4 ) — (,@&hich are lacking in Laplace’s memoir, allows toestate that
he introduced the Dirac function. Laplace couldehamderstood the function ( 3 ) or (5) as aamiflaw
with an unbounded interval of possible observatienars. In a sense, such a distribution (as,, atsonor-
mal law whish possesses the same property) wowlel been more suitable than the logarithmic functidn

) with a finite interval [ & a] of permissible errors.
| repeat that Laplace considered ( 3 ) as amgdination of ( 1 ) which can be understood tlis:deriva-
tive of (1)isf (x) = —1/(2x). For large values o# it decreases very slowly beginning with> .

It is possible to assume here th@tis a number decreasing with an increasigand to discuss only the
case ofx > 0. It can even be thought that, at

x > ¢, the function ( 1) is almost constant. Finallyxa> c? it decreases with an increasirg On the

other hand, the function ( 3) is constant exceptie casex = , and, on the strength of (4 ), it decreases
with an increasing interval of permissible erra@g(, with a decreasing
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Laplace proves a theorem concerning ( 8 jn an equation of the type of ( 2 ) written dofonthe func-
tion ( x) isthe arithmetic mean of the observationsi = 1, 2, ...,n. Here is how he reasoned. For

any x
[ (x=x)1 = [ (x=86] + <[ (x=86)] (x= %)
so that
y= [ (x=x)] [ (x=x)] ... [ (x=X)]=
"I (x=&l + o[ (x=©8] (e-x)= "[ (x-¢€] (7)

and, obviously,

e ¥
"[ (x-¢e]dx = "[ (x- €] dx.
-¥ e
It was not in Laplace’s manner to explain exactiyhdid he understand the derivative of )(3

Furthermore, his notation was not symmetric; heotlththe observational errorsby p — X, p — X, ...
wherep, p, ... were the distances of the observations frorh ettier® Second, he identified the variable
with some constant (which he then varied); thing, éxpansion in a Taylor series which he made Lisa®
unnecessary difficult. Thus, he wrote

( x+ p)y= ( x)+ pd ( x)/d( x)
so that
( x) ( x+ p) (x+ p)..=
"Cx)+ O ) (x)/d( xX)](p +p o+
Unlike formula ( 7 ) for which the second teimrthe right side vanished owing to the definitmfithe
arithmetic mean, here the integrals of both teratsth be later taken account of. Fourth, as faeasique
was concerned, Laplace’s calculations were diffitufollow because of his permanent inattentiodetail,
but | shall not dwell on this point.

After denoting

¥

"( x)dx = A (8)

0
Laplace actually assumed that > 0 so that ( 8 ) was his analog of formula)( 6
Introducing interpretation
(t) =lim( / )exp(-?2t) as
for the function ( 5) it is possible to prove Lapt’s theorem more rigorously. The product
(t-t) (t—1t)... (t-t,) (9)
with t; being the observations will be rewritten as
im{( / YYexp[-2[(t—-1t)*+ (t—1t) +...+ (t—t)°]} as
The exponent is here
—n AR —(AInM( +t +.. +t) + (2 B2+ +t2)/n] =

—n A{[t—(tg +t +.. +t)/nP+ (2 + 2+ +t2)/n—
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(t, + t, +... +t,)%/n?},
(2 + 2 +... +t2)/n—=(t +t +... +t,)%n*> 2 0.

The equality (* = 0) isonly attained if, = t, = ... =t, in which case the theorem is evident so
that | assume that?> > 0. The product (9 ) can now be written da@sn

im{( / Yexp(=2 *n)exp[-*n(t-t)]} =
() "t-t)lim(C /)
where t, is the arithmetic mean df. Integrating both sides of ( 9) | have

¥
(t=t) (t—-t).. (t—-t)dt= "( ) "t —=t)lim( /)

but, obviously,

ty ¥
"(t-%)dt= "(t-g)dt
-¥ t
so that

to

(t—t) (t—1t).. (t-t)dt=

(t—t) (t-1t).. (t-t)dt

fo

In his later writings Laplace abandoned condifj 2 ) and did not return to the delta-functibar this
reason its appearance is connected with Cauchpaisdon [6, 84 from Chapt. 5], a source indicateche¢
by F.A. Medvedev

Notes

1.1 have already stated this [2] and now | can reddraplace himself [3, p. xi; 4, p. 116Thus, in the
second source he argued that hypotheses shouldjaeled “only as a means of connecting the phenom-
ena together to discover their laws”; no “realibgight to be attributed to them; and they shouldticm-
ally” be corrected by new observations.

2.1 restrict my description by what is needed for enstianding my subject, and | am following the ter-
minology of the classical theory of errors whostooader was Laplace. Statisticians would have dis-
cussed the determination of the location parameteif the densityf (x — e).

3. By supposing that the “true value” of the constought is at the origin of the coordinates,Jehin-
dentified observatiorx, with error X

Later note. Integrals in equality ( 1 ) have no meaning inltrguage of generalized functions. Still, even
an interpretation on a physical level, as attempteale, seems interesting.
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10. History of the Theory of Probability
Based on Theory of probability before ChebysheM, Ndl. 25, 1978, pp. 284 — 306,
andHistory of the Theory of Probability to the Begimgiof the 28 Century Berlin, 2004

This essay is based on my previous writings, abith seeGeneral sourcedelow. It is usual to sepa-
rate the development of probability theory into thkkowing periods: [Pascal & Fermat — Jakob Beittipu
[the 18" century — Chebyshev); and [Chebyshev, Markov, wiey]. What followed, at least until the mid-
20" century (but what is not described here), canHagacterized by the introduction of the ideas aethm
ods of the set theory and the theory of functidie i®al variable, and of course by the axiomatizadf the
theory and the birth of mathematical statisticstréss that there existed a prehistory of prolbiglziid that
Jakob Bernoulli, De Moivre and Bayes, taken togettieated the first version of the theory. The erod
stage began with Chebyshev and is characterizagdigmatic application of the concept of randoniatéde
and expectation, and by recognition that the gbtetheory of probability is to determine the Ipabilities
of some events given the probabilities of otheméveather than the discovery of the laws of nature
(Laplace).

1. The Prehistory

Ancient scholars recognized logical or subjexprobability and randomness. ForAristotle, randess
implied lack of aim (a sudden meeting of two pedplewing each other) or deviation from law (birth o
monsters or even females or girls). Small causésaifiirst case could have prevented the meetirthato
this explanation is close to Poincaré’s idea (ei84db). The second example (repeated by Thomamagy
is unconvincing insofar as females are concernszksiristotle himself thought that random eventsuoed
seldom. By probable Aristotle meant something agegrin most cases.

Randomness in the sense of Aristotle’s first exanigpmentioned in the Old Testament, e.g., 1 Kings
22:34, and the Talmud attempted to distinguish betwrandomness and causality, for example, between
“usual” deaths and deaths occasioned by an outlnfealague. The same attempt is evident in theesmci
IndianLaws of Manuthe witness in a law-suit, who soon suffered sfontune, was thought to be divinely
punished for perjury. Hippocrates and Galen reasdaméhe spirit of qualitative correlation. Thet&atknew
that small causes could essentially influence wesadple (unstable equilibrium!). As astrologers,|&ty
and Al-Biruni believed that the influence of heawvenman was a [correlative] tendency rather théated
drive and Tycho Brahe and Kepler were of the sapii@n.

Maimonides mentioned expectation on a layman’sllé¥e noted that there existed a more or less fixed
expected value of a future possible gain ensuioig fa marriage settlement. Life insurance in thenfof
annuities existed in Europe from thé™@ntury (although it was prohibited for about ataoey until 1423)
but it had been connected with expectancies oblifly in a most generalized way. A similar situatex-
isted in marine insurance.

When selecting a point estimate for the constanght, ancient astronomers were reasonably gfgos
almost any number within appropriate bounds. Tdssifies once again that science in those timesquak-
tative, but it also agrees with modern notionshsac attitude is justified when dealing with obsgions
whose errors posses a “bad” distribution. Only I€efindirectly) stated that the arithmetic mean hadome
“the letter of the law”. This change had to be lgioiLabout by the increase in the precision of olzems
and was likely made easier by the time-honored ideamean behaviour and moderation possessedalptim
properties.

Galileo formulated the properties of “usualhdam errors and Kepler likely knew them as well.aWh
deriving his first law, he adjusted observationbyrupting them by arbitrary corrections, whiclosl
have been selected according to these properteggdeKs system of the world had to leave room &r-r
domness: he explained the eccentricities of thegday orbits by random corruptions of the predeteed
circular paths (Aristotelian deviation from law!).

2.1. Probability and Social Life

Games of chance provided natural problems whosgigolled to the development of the theory of prob-
ability. In a similar way, jurisprudence propagastoichastic ideas. Leibniz thought of including tizecent
theory within a general system of logic (withintatsstical decision theory!) and therefore urgedttady
games of chance. Descartes re-introduced theraratacept of moral certainty and connected it witn
ics, and Arnauld & Nicole (1662) and then Jakobrideili extended its use onto human activities aspke
cially onto jurisprudence. Calculations of the coflsannuities compelled De Witt (1671) to introdwaceer-
tain stochastic law of mortality (without justifygrit) and to accepting expectation as his critertd@ thus
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opened up a new field for probability (already &ddoy Huygens in his then yet unpublished corraspo
dence of 1669).

Population statistics originated within pol#i@rithmetic (Petty, Graunt). Most influential laete the
latter’'s mortality table (1662). He established thath sexes were approximately equally numerodstiaait
the sex ratio at birth was 14 boys : 13 girls. 4@ arrived at important conclusions concerningdheses of
death. Halley, in 1694, compiled the second maytédible that served as a point of departure for De
Moivre’s studies of annuities on lives.

2.2. Pascahnd Fermat

In 1654 they introduced the concept of expeetithing in a game of chance and applied it astaron
for solving the already then venerable problemaifits. They used combinatorial methods and taajply
plied the addition and multiplication theorems (&hiances) whereas one of Pascal’'s arguments neght b
interpreted in the language of conditional prolitesd. Pascal also used partial difference equstitira
tabular representation of a function is recogniae par with its analytic expression, then Pas@ithme-
tic triangle might be identified with the appliaati of a generating function for the symmetric biealrdis-
tribution.

2.3.Huygens

In 1657, following after those French scholars, grys independently introduced expectation and effec
tively applied conditional chances for solving damiproblems. He did not use combinatorial analgsid,
when investigating games in which the expectatiowioning varied from one round to another, he t@ad
make involved calculations. In his corresponderfc669 (published 1895), he considered problems con
nected with mortality and life insurance, introddi¢ke notions of mean and probable durations ef tiélcu-
lated the expectations of order statistics forszmite empirical distribution, methodologically &pg a
graph of the function [1 + (X)] with F (X) being an unspecified distribution function and &« 100.

2.4. Newton

In a manuscript of 1664 — 1666 Newton genegdlithe concept of chances onto the continuousarate
remarked on the possibility of using statisticallyserved chances. He also applied simple stochamsigid-
erations for checking the duration of the rule dfyaasty or of an individual in ancient kingdomso$¥!
important was his general philosophical views. Deiwe devoted the first edition of hixoctrine of
chanceq1718) to Newton and stated that his goal wasdcoder rules for separating chance and Design in
nature.

2.5. Arbuthnot

In 1712 Arbuthnot collected the data on baptismsandon during 82 previous years (1629 — 1710) and
noted that more boysf) had invariably been born than girl§)( He declared that the inequality > f
was occasioned by Divine design since its randotnmence had “value of expectation™®2 Strictly
speaking, his argument was unconvincing (any sempuehten, say, throws of a coin are equally pdsksib
althoughut practically correct. He had not, howettesught that the births of both sexes obeyedayet
studied) binomial distribution but his finding sedvas a starting point for future important studies

3. 1. Jakob Bernoulli

The first three parts of Jakob Bernoulliesthumoug\rs Conjectand{1713) contained a reprint of Huy-
gens’ treatise of 1657 with essential commentsaasaolution of interesting problems such as invesitg of
random sums for the discrete uniform and the biabdistributions; a similar study of the sum ofadom
number of terms for a discrete distribution; theidgion of the distribution of the first order stdic for the
discrete uniform distribution; calculation of theopabilities for sampling without replacement. ldiglytic
methods included combinatorial analysis and theutafion of expected winnings in each round ofnétdior
infinite game and their subsequent summing.

The last part of thars contained the “classical” definition of probahjlidf an event, a formulation of the
aims of thears conjectand{derivation of probabilities of events for optinscision-making in economics
and politics), elements of stochastic logic (inwegynon-additional probabilities whose source & tiedie-
val doctrine of probabilism declaring that the apmof each theologian was probable) and his lalamfe
numbers. A fragmentary proof of that law was algeeohtained in Bernoulli’s diary for 1684 — 1698. |
studying the law of large numbers, Bernoulli protieat the statistical probability tended to itsatedical
counterparand estimated the rapidity of that convergence.l&¥isensured the equivalence of the statistical
and theoretical probabilities and establishedhédontext of the stochastic branch of the thebignow!-
edge, the first accordance between the deductidereninductive methods.
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3.2. Niklaus Bernoulli

In 1709 Bernoulli’s nephew Niklaus published a ditation on the application of the art of conjeictgrto
jurisprudence. Drawing on Graunt’s mortality talile,calculated the mean duration of life for pessoh
different ages, and, assuming a continuous unifamof mortality, he determined the expected lifadast
survivor of a group of men. While being importantidostering the public’s interest to probabilitydause
of these and other findings, Niklaus’ dissertatiomtained borrowed passages from his uncle’s yetilom
lished book and even his diary.

In Niklaus’ correspondence wiMontmort of 1710 — 1713 published in the latter’'s book i13,7he
studied the sex ratio at birth and indirectly agdvat the normal distribution as the limiting laav the bino-
mial. He also invented the celebrated Petersbumgegavolving a random variable possessing an itgini
expectation. The game was paradoxical since noamudd have paid any considerable sum in exchange fo
that expectation. Many scholars have been studysigce then and it became the reason for thediiction
of the once famous moral expectation (84.1). Momtrhimself studied many games of chance by applying
combinatorial analysis, recurrent formulas andiitdi series as well as the formula of inclusion ardu-
sion. Of special interest was the strategic ghateerwhose investigation only became possible on tisésba
of the theory of games, but Niklaus at least ndtbadl in that game the gamblers should keep to néxede-
gies.

3.3.De Moivre

De Moivre’s main finding was the proof, in 1733 tlee “De Moivre — Laplace limit theorem” this begin
the first version of the central limit theorem. fieatly influenced Laplace but became forgottetiéoturn
of the 19" century. De Moivre was also the most influenttabient of life insurance in his time. In accor-
dance with Halley’s table of mortality, he assurttesl uniform law of mortality for all ages beginningth
12 years and a maximal duration of life equal toy8&rs. De Moivre as well as Montmort and Nik|&es-
noulli continued to study games of chance; theyliapmenerating functions for solving the problem o
points and paid special attention to “ruining” plerhs first introduced by Pascal. Continuing thie lof
research, De Moivre, in 1730, created his theomgotirring sequences.

3.4. Bayes

The so-called Bayes theorem f&fA/B ) is absent in Bayes’ memoir of 1764 — 1765. htams the for-
mula for the posterior distribution of an eventeagivthat it occurreg times and failed to occuq times in
p + g = n trials and that its prior distribution was contimscand uniform. It is methodologically impor-
tant that Bayes’ inverse probability is tantamaentonditional probability given that the stipuldteondi-
tion was fulfilled. Beginning with Fisher, the Bayformula had been denied for about three decauestly
because it was based on hardly known prior probiasilirrespective of what Bayes actually thought)

Bayes studied the case of a large fimtavhereas Timerding, the Editor of the German trdiwsig of
1908) of his memoir, additionally examined the siion to n % . It occurred that the Bayes formula
became a limit theorem improving on the De Moivregmsition. Without introducing any measure of scat
tering, Bayes actually proved that De Moivre (aaklab Bernoulli), who had thought that their theosem
described both the direct and the inverse casaspam, were mistaken. The Bayes formula thus accom-
plished the construction of the first version af theory of probability whose previous most impotta
propositions were due to Jakob Bernoulli and Dewtoi

4.1. The 18 Century before Laplace

Together with De MoivreDaniel Bernoulli was the main predecessor of Laplace. In ordermmve the
infinite expectation involved in the Petersburg gaitme suggested, in 1738, that theral expectationf a
gambler be introduced asp; f (% )/ p; where p; were the probabilities of gaining (or losing) and f (
x) = ClIn x/awith a being the initial capital of the gambler. Bernoajpplied his notion to prove that even a
just game with zero expected losses for each gamilale disadvantageous to each and to suggest thiat m
expectation should be taken into account in hazerdommercial enterprises. His innovation became so
popular in the theoretical sense, that Laplaceareed the usual expectation callingnathematicalln 1770,
Bernoulli considered an urn problem later examibgd.aplace. In essence, it coincided with the aeltsul
Ehrenfests’ model of 1907 usually considered abéginning of the history of stochastic processes.

Bernoulli stochastically investigated most imtpat problems of population statistics such asraég at
birth (independently deriving the local De Moivréaplace theorem), mortality (especially mortafitym
smallpox with inoculation as a preventive measuicipg that that dangerous treatment increasedtemn
duration of life), and duration of marriagésmbert studied the number of children in families, dhder
was the joint author of a chapterSfissmilch’sbook on the rate of increase and the period obliogy of the
population. Stissmilch was rather careless in trgdtis data but he at least paved the way for Qriete
Lambert followed Leibniz in attempting to creatdactrine of probability as a component of a gentyath-
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ing of logic. He connected randomness with disoedet heuristically approached the modern notion of
normal number.

Several other scholars ought to be mentiobatembert formulated patently wrong statements but he
also put forward reasonable considerations; taigether, they meant that the theory of probalslitguld
be applied cautiously. He also objected to Beriisudbnclusions concerning inoculation. Thus, héedo
that inoculation of children involved moral issw#esl that an increase in the mean duration of ldendt
remove the fear of immediate death because ohtkeatsure. In 177Buffon definitively introduced geomet-
ric probabilities so as to “put geometry in posgassf its rights”. Many scholars effectively uséem even
earlier when introducing densities. In 1767 Miclatempted to determine the probability that tretadice
between two stars from among all of them uniforsdgttered across the sky was not larger than 1fisnd
problem became classic&@londorcetapplied the theory of probability to jurispruderieehe tacitly as-
sumed case of independent judgements reacheddry jur judges. His writings were extremely obsdure
Laplace and Poisson continued his work.

Simpson,Lambert, Daniel Bernoulli and Euler contributedtie treatment aodirect observations. In 1756
Simpson, effectively applying generating functiopgved that for the uniform and the triangulaicdite
distributions the arithmetic mean was stochastiqaiéferable to a separate observation and in h@x-
tended his finding onto the continuous triangulatribution. He, and Lambert, in 1760 — 1765, tat@n
gether, originated the theory of errors and tha tiéself is due to the latter. Lambert was thsetfio formu-
late the principle (not yet method) of maximum likeod for estimating the location parameter ofrnodal
distributions. In 1778 Bernoulli independently sduced maximum likelihood. His considerations resil
in recommending posterior weighting of observatiohequal precision depending on their positiothiz
variational series. For observational errors passgqas he assumed) an arc of a parabola as yldrese
weights increased to the tails of the distributiafiact that Bernoulli did not explicitly state. 1780 he stud-
ied the errors of pendulum observations and inttedithe normal distribution as the limiting lawarihe
theory of errors and formally distinguished betwsgstematic and random errors. In a companion gaper
Bernoulli's memoir of 1778 Euler misunderstood ldter’'s weighting of observations; for his own thdue
proposed a principle heuristically reminiscenths tGauss condition of maximum weight.

Several methods for adjustimglirect observations (for solving linear equations irm unknowns,m <
n, under additional conditions imposed on the nealidree terms, call thens;, i = 1, 2, ...,n) were being
applied in the 18 century. ThéBoscovichmethod of 1770 involved additional conditions

Vi + Vo +.+ Vv, =0, M| + V2| +...F Ny = min.

In 1809 Gauss remarked that the second conditlanthy itself demanded that exactly residuals should
be zeros which meant that he knew an importantrémedn linear programming. The first condition adon
corresponded to another method of adjustment.

4.2. Laplace

As an astronomer, he was unable to ignore the yhafagrrors. In his first memoirs devoted to thabject
he as though sized it up and did not achieve geresalts because his formulas were too involvexplace
then turned to the case of a large number of obsiens. Applying characteristic functions of randweari-
ables and the inversion formula for lattice disitibns, he non-rigorously proved the central lithgorem
for sums, linear functions, sums of absolute vahresof sums of squares of identically distribut@adom
variables with a finite domain of possible valugkis approach enabled him to assume normalityen th
theory of errors. Using his criterion, minimal alute expectation, Laplace thus arrived at the netifo
least squares (already known to Gauss). He alspaxd the median and the arithmetic mean (this, time
with variance as his test) and, although witholieégdng concrete results, introduced the Diracadelt
function.

Laplace’s theory of probability included knovesues which he essentially developed (the prottief
“De Moivre — Laplace” theorem by the Maclaurin 4&uwsummation formula; investigation of finite ramd
sums; determination of posterior distributions;reigation of an urn problem tantamount to the Elestsf
model) and new material (study of a pattern ofgréamnnected into a Markov chain and of trials realted
after Poisson; an effective construction of reaiimes of random functions and their expectationspiduc-
tion of a partial differential equation, of the ‘fizihlet” formula, discontinuity factors and the ®lyshev —
Hermite polynomials into probability). Sometimesisgued from the principle of insufficient reasan b
stressed that conclusions should be checked byhservations.

Laplace applied the theory of probability tidle range of problems in astronomy and populatiatis-
tics and to jurisprudence and “moral” issues. Hbability was an applied discipline, its leveladfstraction
was not high. He did not define a random varialbkneon a heuristic level, and was thus unable tsider
densities or characteristic functions as mathemlatiojects. After Laplace the theory had to be te@anew.
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4.3. Poisson

In 1825 he formally introduced the notions of ramdeariable and integral distribution function. Iret
field of limit theorems he examined the case afa probability of the occurrence (or non-occurrerumfean
event in Bernoulli trials and definitively introded the “Poisson” trials. He non-rigorously extemtlee
central limit theorem onto sums of non-identicaligtributed random variables having possible vabrea
restricted interval. Poisson is especially rememtbdor his law of large numbers that he provedtier
“Poisson” pattern by means of the central limitaitean. An unclear exposition, severe criticism (Bigmé,
Bertrand) and the failure of other scientists tdenstand the importance of that law led to Poisspro-
tracted oblivion.

Poisson invariably determined the statistiggthiicance of discrepancies between empirical nitages
and thus anticipated the theory of stability ofistecal series (Lexis) as well as the intentiohthe Conti-
nental direction of statistics. By means of thetiaddimit theorem he examined the admissibilityusfng
sample parameters of densities. With respect tdaneain of problems studied and the applied aralyti
methods Poisson continued the work of Laplaceahtiqular, he devoted much attention to applicatioh
probability to jurisprudence by investigating thetslity of the rate of conviction and the probélibf judi-
cial errors. In spite of adverse criticisms suchligations are useful for perceiving the generatyie of
administration of justice (in the assumed ideakaafsindependent decisions made by jurors).

4.4. Gauss

In 1809 Gauss justified the principle of least sgaavhich he had applied since 1794 or 1795. Hegaro
that, among unimodal, symmetric and differentiabtributions of the observational errors therested
only one (the normal) law for which the maximunelikood estimator of the location parameter coiedid
with their arithmetic mean. Once more making usmakimum likelihood Gauss came to the principle of
least squares.

This elegant reasoning led to the uniquenesiseofaw of error; and Gauss also reasonably thoihglt the
principle of maximum likelihood was inferior to aethod based on a minimal integral measure of error.
Assuming variance as such a characteristic, Gaug823, proved that among linear estimators thetle
variance was provided by the method (this time hoe} of least squares.

The Gaussian theory of errors got rid of thplaeean assumption of a large number of obsenstamd
the replacement of the latter’s criterion (minirakolute expectation) by the variance proved sstdeasnd
fruitful with respect to calculation. Gauss becahecreator of the theory of errors which had,luhé
1920s, remained the main field of stochastic apfibmis whereas Laplace’s role, practically speakives
not essential.

Legendre, in 1805, was the first to introduwe principle of least squares and to substantidtg qualita-
tive considerations. Adrain arrived at the samagple by roughly the same way, and at the same ¢im
1809) as Gauss did, but his derivation was notoige at all.

4.5. From Gauss to Chebyshev

Among the scientists of this peri@huchy, Bienaymé, Cournot, QueteletandBuniakovsky ought to
be mentioned as well &ertrand andPoincaré whose work, although appearing later, in essals®be-
longed to the pre-Chebyshev staGauchy studied the mathematical treatment of observatiesisecially in
connection with his debate wiBienaymé in 1853, on the application of the method of ieamiares to
interpolation of functions. He investigated sevexgproaches to treating observations, proved a¢hem
linear programming, introduced stable distributigathough the Cauchy distribution was due to Rwiss
used discontinuity factors for studying functiorigbservational errors. Referring to Poisson andrieo, he
widely applied the Fourier cosine transforms. Atsd853 he proved the central limit theorem foeén
functions of identically distributed errors havipgssible values on a finite interval and estimatederrors
caused by assumptions made. Still, his proof wasufficiently rigorous.

In 1853Bienayméproved the celebrated “Bienaymé — Chebyshev” initguzut had not paid due atten-
tion to it. In 1852 he introduced cumulants andrihétivariate Gram — Charlier series and, in 1§45mu-
lated the properties of criticality of a branchjprgpcess.

Cournot proposed a common definition of probability for ttassical discrete and the continuous cases
as the ratio of the “extent” (now we would say “regi@e”) of the favorable chances to the completerdxtf
all the chances. He attempted to estimate the depee between the verdicts reached by jurors gejsid
and in general paid much attention to statisti¢gigZov called him “the real founder of the modehilgso-
phy of statistics”.

Queteletdirected the attention of the general public #distics. He introduced the notion of Average man
(which dates back to Buffon), introduced mean matiions to criminality and marriage, declared thatrate
of crime was constant, and exerted all his grefaténce to standardize population statistics oroddwide
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scale. As a popularizer, he made serious mistdleedid not stress that his inclinations did notassn indi-
viduals, that the alleged constancy of crime wadg passible under constant social conditions, &fter his
death statisticians denounced his findings andgdmd measure, rejected probability as a whole.

Buniakovsky, along with several European scholars (Lacroix, @oyyrDe Morgan), attempted to sim-
plify and explain Laplace’s and Poisson’s writingie originated a serious study of probability thyeior
Russia and contributed to population statistics.

In 1888Bertrand published a treatise on probability theory writberan excellent literary style and im-
pregnated with its non-constructive negative androfinjustified, sometimes downright wrong attittiole
wards his subject. It included some interestingifigs (for example, a study of the ballot problem}l is
especially remembered in connection with his paxadb problem on the probability that a “random’octi
of a given circle was longer than the side of amlatgral triangle inscribed in the circle. Bertdaoroved
that the expression “at random” (actually, evenifanmly random”) was not definite enough. A sudden
pertinent result (De Montessus, in 1903) consistgatoving that the Bertrand problem had an uncaliet
set of answers. Bertrand had exerted a strongeinfie orPoincaré who apparently did not read (at least did
not refer to) other previous authors, such as Cétedoyand Markov and even Laplace and Poisson.

Poincaré’snain merit consisted in examining the notion ofd@mness. True, he offered several pertinent
explanations without bothering to provide a sirfglenula, but his main definition that connecteddam-
ness with instability of motion or position, as e his statement that randomness always accoatpani
necessity, were extremely important. Poincaré edswsidered vivid examples showing the effect ofican
causes; thus, by means of his method of arbittamgtions he explained why, in the game of roulelte,
probabilities of the two main outcomes coincided.

Poincaré proved that the existence of sevexakars to Bertrand’s problem was caused by itsadlgtu
describing various situations differing one fronotrer. His finding made it possible to proceedtfartin
the theory of geometric probabilities.

51. Chebyshev

He formulated the new and still being recognized af the theory of probabilitin the beginning of his
essay of 1845: given, probabilities of some eveotfind the probabilities of other events, coneéatvith
the given ones. In 189oolefollowed suit (true, he thought about propositioather than events) and he is
meritorious for having been the first to stressl 854, that the theory should be axiomatized. Chledy's
main findings concerned the law of large numberstar central limit theorem, and among his numerous
students were such scholars as Markov and Liapunov.

In 1846 Chebyshev rigorously proved the ladaofe numbers in the Poisson form, and, as wasday/for
him, he also estimated the precision of the appaitgopre-limiting relation. Then, in 1867, Chebysloé-
fered his derivation of the “Bienaymé — Chebysheguality. He highly praised his predecessor and
Markov, in several later contributions, kept to Haene opinion. Chebyshev’s name is however conthecte
with that finding because Bienaymé paid no speattaintion to that inequality whereas Chebyshevsby-
ing from it, developed the method of moments favirg the central limit theorem.

Indeed, in 1887, after achieving a breakthrooglfiormulating his inequalities involving integsalCheby-
shev was the first to prove that theorem “almoigtdmously and later on Markov corrected his teacher
Markov also preceded the former in publishing teexdnstration of those inequalities.

For several decades Chebyshev’s work remaargelly unnoticed in the West, mostly because therth
of probability had still been then considered asyaplied discipline not requiring rigor on a pathwpure
mathematics.

5.2. Markov and Liapunov

Markov definitively proved the central limit theorem Hhetmethod of moments, and he managed to ex-
tend essentially that method after Liapunov hadatestrated the same theorem under weaker conditions.
Markov’'s second main contribution was the studgeendent random variables. In 1906 he began publis
ing findings connected with the applicability otlaw of large numbers and the central limit theofer
such variables connected into various versiondviErkov chains”. He possibly perceived that thesamth
could find wide applications, but had not himsetfriked in that direction. Among his other achievetaen
were the publication, in 1888, of a table of themal distribution, which, along with a later taloftanother
author, had remained beyond compare for severaldésc Markov also successfully studied stability of
statistical series, and, by corresponding with Gbupdrew him into the domain of mathematical stats.

In 1900 and 190Liapunov had proved the central limit theorem by the metbbcharacteristic functions
and in 1922 Lindeberg highly praised the achiever&his predecessor.

5.3. Statistics and Natural Sciences
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During the middle, and especially the second Hatlfie 19" century, several new scientific disciplines,
intrinsically connected with statistics, came ibwng. Among these, the kinetic theory of gaseskaoihe-
try (born at the turn of that century) should begd out; andHelmert completed the construction of the
theory of errors. In 186Maxwell introduced his famous law of distribution of thdogities of monatomic
molecules and greatly fostered the statistical @ggir to studying nature. He, and even to a largenée
Boltzmann, originated kinetic theory and statistical physics.

Darwinism prompted English mathematiciaRsdrsonin the first place) to study biological phenomena
statistically and led to the birth of biometry. Bém’s hypothesis of evolution can be described dserete
random process.

Helmert's findings include tests for revealing systematioey (1875 and latter, with an independent
derivation of the chi-squared distribution firsscbvered by Abbe in 1863), anticipation of the &nid-
Fisher theorem on the independence of the aritiematian and variance for the normal distributiotrpin
duction of the “Helmert transformation”; and invgstion of the precision of the sample variancer@cting
a mistake made by Gauss and preceding the samediadhieved by Kolmogorov and others in 1947pl-
of it done in 1876.

6. The Continental Direction of Statistics and théBiometric School

Up to the beginning of the #@entury statistical investigations on the Conttneere mostly restricted to
population statistics whereas in England the miaid Df statistical applications was biology. Thégmator
of the Continental direction waexis whose predecessors had been Poisson, Bienaymé)dt and
Quetelet. In 1879 Lexis proposed a test for remgathanges in probabilities of “success” in différseries
of Bernoulli trials; he tacitly dismissed as unnetgting the case of dependent observations. Hik was
really important since previous statisticians tehterestrict their attention to constant prob&p#ind inde-
pendent trials.

Subsequent scientigBortkiewicz, Chuprov, Markov) studied the Lexis criterion deriving its expecta-
tion and variance, extended the investigation ¢tuithe random variables in general but discoveratittie
Lexian theory had to be reconstructed. In the pecmany findings were made, which, regrettablyewmt
taken up by the biometricians. Chuprov also exegteat and only partly successful efforts to ubit¢h
streams of statistical thought.

Karl Pearson, the originator of biometry and leader of the biorie@&ns, developed the principles of cor-
relation theory and contingency, introduced theéesysof “Pearsonian curves” for describing empiritiah
tributions and the chi-square test and compilederons statistical tables. The methodological diffee
between the work of the two streams consistedan fbr several decades, biometricians kept to Baogin,
to recognizing only statistical indicators and wpaging scant attention to the theoretical patterderlying
their studies.

General sources

This essay, which replaces and extends my Russialean the theory of probability before Chebyshe
(IMI, vol. 23, 1978, pp. 284 — 306) is based onprgvious writings, and, in particular, on a segépapers
in the Archive for History of Exact Sciencéisom 1971, vol. 7, onward) and on rhlystory of the Theory of
Probability to the Beginning of the 2@enturyprivately printed in 50 copies (Berlin, 2004).

Below, | reprint theGeneral Sourcemdicated in the bibliography to the just mentionebk.

Bernoulli, J. (1975Werke Bd. 3. Basel. Includes reprints of several memofrother authors and com-
mentaries.

--- (1986) & ! (On the Law of Large Numbers). Editor, Yu.V. Prokina M. Con-
tains commentaries.

David, H.A., Edwards, A.W.F. (2001Annotated Readings in the History of Statistidsw York.

Farebrother, R.W. (199%jitting Linear Relationships. History of the Calaalof Observations 1750 —
1900.New York.

Freudenthal, H., Steiner H.-G. ( 1966), Aus@eschichte der Wahrscheinlichkeitstheorie und der
mathematischen Statistik. Grundziige der MathematiBd. 4. Gottingen, 1966, pp. 149 — 164- E
tors, H. Behnke et al.

Gauss, C.F. (1887Abhandlungen zur Methode der kleinsten Quadtdteg. A. Boérsch, P. Simon. Latest
edition: Vaduz, 1998.

Gillispie, C., Holmes, F.L., Editors (1970 -909, Dictionary of Scientific Biographwols 1 — 18.
Gillispie edited the first 16 vols.

Gnedenko, B.V., Sheynin, O.B. (1978), Theorpabability. A chapter iMath. of the 19 Century vol.
1. Editors, A.N. Kolmogorov, A.P. Youshkevich. TransBasel, 1992 and 2001, pp. 211 — 288.

Hald, A. (1990)History of Probability and Statistics and Their Aipption before 1750New York.

--- (1998) History of Mathematical Statistics from 1750 to @98ew York.
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--- (2003) History of the Law of Large Numbers and Consisteboyv. Copenhagen, Dept. applied math.
& statistics, Preprint No. 2.

Heyde, C.C., Seneta, E., Editors (20@&tgtisticians of the Centurieew York.

Johnson, N.L., Kotz, S. Editors (199Zgading Personalities in Statistical Scienddsw York. Collec-
tion of biographies partly reprinted from Kotz &hieson (1982 — 1989).

Kendall, M.G., Doig A.G. (1962 — 196@ibliography of Statistical Literaturevols 1 — 3. London.

Kendall, M.G., Plackett, R.L., Editors (1973}udies in the History of Statistics and Probailitol. 2.
London. Collected reprints.

Kotz, S., Johnson, N.L., Editors ( 1982 — 1989)c. of Statistical Sciencesls 1 — 9 + Supplement
volume. New York.

Kotz, S., et al, Editors (1997 — 1999pdate Volume$ — 3 to Kotz & Johnson (1982 89p
New York.

Kruskal, W., Tanur, J.M., Editors (1978)tern. Enc. of Statisticvols 1 — 2. New York.

Pearson, E.S., Kendall, M.G., Editors ( 19Bdies in the History of Statistics and Probapilitol. 1].
London. Collected reprints.

Pearson, K. (1978}istory of Statistics in the 7and 18" Centuries against the Changing Background
etc. Lectures 1921 — 1933. Editor E.S. Pearsonddwon

Schneider, I., Editor (1988)je Entwicklung der Wahrscheinlichkeitstheorie wtmm Anféngen bis 1933.
Darmstadt. Collected classical fragments almosiusiely in German.

Sheynin, O. (1996Nistory of the Theory of Error&gelsbach.

Sheynin, O.B. et al (1972), Theory of probapilChapter ir# k $!
19 (History of Math. from Most Ancient Times to Beging of the 19th
Century), vol. 3. Editor, A.P. Youshkevich. Moscd,72, pp. 126 — 152.

Stigler, S.M. (1986 }listory of StatisticsCambridge, Mass.
Todhunter, 1. (1865} istory of the Mathematical Theory of ProbabiliNew York, 1949, 1965.
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11. Liapunov's Letters to Andreev
IMI, vol. 31, 1989, pp. 306 — 313

1.The life of Aleksandr Mikhailovich Liapunov is wekhown [1; 2]. Konstantin Alekseevich Andreev
(1848 — 1921) graduated from Moscow University.rrrt873 to 1898 he taught in Kharkov, then in Mos-
cow. In 1884 — 1899 he was President of the KhaMathematical Society (KhMSoc) and Editor of its
SoobshchenifB]. In 1884 he was elected Corresponding MemlbéneImperial (Petersburg) Academy of
Sciences.

Gordevsky published passages from Andreevtsrketo Liapunov [3]but provided no commentaries and
neither did he say anything about Liapunov’s lstterAndreev which | discovered in the Archive fod t
Moscow State University.

AndreeV’s first letter (17.2.1899; all dates given here in the old style) is not connectedh wie newly
discovered letters of Liapunov, and | leave it aldnapunov’s first letter (11.6.1897) is also lefit since it
was only concerned with his stay in Crimea with ohais brothers and described how useful wasrihfe
brother’s health. He did not name his brother,ebpaiper by Academician Boris Mikhailovich Liapungl,

p. 11], a philologist, mentioned a trip to the Gearin May — June 1897 by A.M., his wife, mothetaw
and himself (but did not provide any details).

Almost all of Liapunov’s subsequent letters emanected with the appearance of his paper [4]ras
sponse to Nekrasov’s criticisms [5]. Another subjeas the preparation of a new charter for Russiais
versities. Liapunov participated in the work of tgpropriate commission at Kharkov University [11f].
On 29 April 1901 the Ministry of Public Educatiomaulated proposals concerning the new chartepf6,1
— 4], but even before that some universities hapibeo discuss the causes of the then occurrirtests’
unrest and to suggest “measures for putting uritydite in order” (Ibidem, p. 5f

2. Pavel Alekseevich Nekrasov (1853 — 1924) was amemiischolar, a professor at, and for several
years rector of Moscow University, but at the taftthe 19" century his scientific work underwent a radical
change. He started connecting mathematics witbiogliand politics and became unimaginably verbose s
that his writings of that period are still unstutli¢lere is Pavel Youshkevitch’s pertinent opiniconi his
forgotten newspaper article [7]: Nekrasov is

A great lover of philosophy..] but the philosophy of this honorable scholar isuof
absolutely special nature. It is a strangestlleg of senseless profundity with tedious
verbiage and dried up words.

Nekrasov [5] blamed Liapunov for mistakes ahdricomings allegedly committed in the classicahrme
oir [8]. His considerations were however eitheraunfded or indefinite, or did not bear any relatiothe
substance of Liapunov’s work. A similar conclustam be made about Nekrasov’s accusations of Cheby-
shev and Markov which he adduced for good mea8s#iag blinded by his criticism, Nekrasov even mixed
up the notions of limit and asymptotic representatf a function.

3. I reproduce now Liapunov's letters

Liapunov — Andreev, 29.3.1901

Highly respected Konstantin Alekseevich,

| am applying to you with a great request. Yawe probably already received an offprint of Nekrés
note [5] where he makes charges against me, Markd\Chebyshev. If you had acquainted yourself with
my papers you certainly noticed that Nekrasov cetety perverts the truth and does it with impudence
beyond any measure. Although | have not the slgjidesire to enter into a debate with him, | am pelied
to answer him. And | am therefore sending you ausaript of myAnswerand am asking you to assist in its
publication in theMatematichesky Sbornjk- if possible, in the same issue where Nekrasuots is to ap-
pear. | would not have troubled you with this restugit were possible to publish nnswerin the Soob-
shchenia But our relations with Silberberg have definitelgteriorated and we are compelled to postpone
the printing of theSoobshcheniat least for the time beiry.

This is why | have to apply for help to thkatematichesky Sbornikthink, however, that | have some
right to do so since | am a member of the Moscovitidimatical Society [MMS].You will perhaps find the
tone of myAnswerrather sharp. But what can | do? | attempted taagsit as much as possible, but every-
thing has its boundary and | cannot go any furihehis direction. It is already sufficient thatld not accuse
Nekrasov of deliberately perverting the try#bout which | have no doubt) and that | explamdirange
attacks against me by his ignorance of the substahmy first paper.
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Understanding that my request is putting yosame inconvenience, | am asking you to excuseftee a
taking into consideration that my position withpest to this case is almost desperate: | am unialgablish
my Answerelsewhere. However, your assistance can be restristly to passing minswerto the President
of the Societ§and to informing him of my desire. You will do raggreat favor by fulfilling my request.

How are things going on at the University? &tteabout your Commission, but it is impossiblelain
here any definite information about its purpose. |

Andreev — Liapunov, 31.3.19013, pp. 40 — 41]

Andreev will pass Liapunov’s manuscript to BMlodzeevsky, the Secretary of the MMS, and wikak
to Bugaev. He will not undertake to judge the deltrstween Liapunov and Nekrasov. Nekrasov

Reasons perhaps deeply, but not clearly, and heesges his thoughts still more obscurely.
| am only surprised that he is so self-conftdémhis situation, with the administrative
burden weighing heavily upon hirit is even impossible, as | imagine, to have enough
time for calmly considering deep scientific fglems, so that it would have been better not
to study them at all

Andreev is sceptical with regard to the uniitgneform, and he congratulates Liapunov with hééng
elected Corresponding Member of the Imperial (Rbtgng) Academy of Sciences and even with his “&itur
fuller entry into the Academy”.

Liapunov — Andreev, 8.4.1901

Highly respected and dear Konstantin Aleksdegvic

| thank you for congratulating me with my elentto corresponding membership of the Academy,fand
your good wishes. As to my fuller entry into theaflemy, at which you hint, this is not yet decidedl] it is
impossible to say how will it be decided. But, sinee are discussing this subject, | ought to i that |
was asked to stand, and gave my consent. But thisnly be definitively decided by autumn. At pees, it
would please me if this business is not spokentabou

V.A. Steklov, who had just arrived from Moscouisited us today. He told us many interestingdbin
about your university life. It was very pleasanfital out that the report of our faculty commitisdinally
somewhat on the move and that it is now being asezh initial material by your committee.

| asked Steklov to visit you before leaving Mo& and to take the manuscript of Wgswerif its publica-
tion was not considered possible. But Steklov imied me that you had already passed it to Mlodzeevsk
and that he was unable to ascertain whether itb&ilbublished. | would therefore ask you, highlspected
Konstantin Alekseevich, to inquire of Mlodseevsihile meeting him, how was this business decided. |
the article will not be published in tiatematichesky Sbornikwould like to receive the manuscript back.
In this case | shall publish it in théniversitetskie Zapiskiabout whose existence, as | ought to add to my
shame, | had completely forgotten when sendingmgumanuscript).

If, however, it is decided to publish the ddim theMatematichesky Sbornikwould ask you to inform
those responsible that | certainly desire to réadoroofs [ ... ]

Please excuse me for all the troubles | anctitfy on you. | am very grateful for the assisenendered
me in this disagreeable business. [ ... ]

Andreev — Liapunov, 13.4.19013, pp. 41 — 43]

Bugaev and Nekrasov do not want to publish lwegy’s manuscript. Nekrasov, however, agreed to its
being put out, but not earlier than in a year, aittl his objections added in a separate note. Awdoensid-
ers it expedient to extend the manuscript and saftetone.

Liapunov- Andreev, 21.4.1901

Dear and highly respected Konstantin Aleksdegvic

| am grateful to you for sending me the manpsand for all the troubles encountered when tgkin
back. From your previous letter | concluded thatas hardly possible to count on its speedy redich
therefore began to edit a new version ofAlmswer.And, in accord with your advice, | have essentialt-
tended my article depicting in detail the entiretel aspect of the business without leaving alsiobjec-
tion of Nekrasov unanswered. And | think that beeaof this very circumstance my né&wmswerwill cause
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Nekrasov considerably more annoyance. Perhapslhevwen regret (tacitly of course) that he was aquatk
to publish theAnswerin its old version.

Did you conclude work in the commission? Ifriégsults were reported to the University’s Couritil,
would be interesting to know the attitude of thadiy. [ ... ]

Liapunov — Andreev, no date

Dear and highly respectable Konstantin Alekagdgv

It was extremely pleasant to hear from you.d&fme to know that the operation essentially besekfjou
and that at present your health is largely resteareidh greatly gladdened us. It would be nice tety®u.
However, [ ... ] Yesterday | had informed A.N. Krylover the telephone about your wish to have thé&boo
that he publishe@iand he answered me that it will be sent to yoa fiew days.

This autumn we moved into a kazenny apartrifdiis small but cosy and sufficiently spacious tiee
two of us. And it is very warm, which is indeed wable in this severe winter. Its only, but reakbgential
defect is that it is somewhat dark: it is on theugrd floor and its windows, opening on the straeg,di-
rected towards the north-east. [ ... ]

I am now busying myself far less diligently thaefore. The occurring international events holdatten-
tion to such an extent that | do not even wistiok about anything else. In addition, scientifioguits
demand a calm mood whereas the events occurringanss are very often so disgusting that they cdy o
strongly irritate and embitter. In such cases gsifiempursuits can only serve for distracting theaghts and
cannot be fruitfuf* [ ... ]

Notes

1. These letters are kept at the Archive of thed&oay of Sciences of the Soviet Union in Leningrad.
Fond 257, Inventory 1, No. 29.

2.Fond 217, Inventory 1, No. 87.

2a. Later note. See Correspondence between P.A. Nekeasl A.l. Chuprov (translated in this collec-
tion), Nekrasov's letter of 17 Febr. 1899, concegrtihe students’ unrest at Moscow University arstdp-
tion of similar events in Kiev directly involving@sky [9].

3. Liapunov bears in mind the periodical of the KhMSoc

4. The Soobshcheniwere printed in the Kharkov printing office M. Séllberg & Sons. Judging by
Liapunov’simprimaturinscriptions, the appearance of the issues ofitsA/had been irregular. The first
issue even had two such signs, 30.11.1900 and1®02.

5. Liapunov was member of that Society from 18®atematichesky Sbornikol. 16, 1891, p. 845).

6. The President of the MMS was N.V. Bugaev.

7. Nekrasov was then warden of the Moscow educati@gibn and vice-president of the MMS.

8. More precisely, in th&€apiski Khark. Univ.

9. The sequel proves that the letter was written duviforld War |. According to the Bibliography of the
works of Krylov [10, pp. 39 — 41], the only boolatthe then “published”, was his Russian translation
Newton’sPrincipia. It appeared in 1915 — 1916.

10.1n this particular instance, the proper translaseams to be: apartment, belonging to the Academy.

11.In 1916 Liapunov published two papers, both inltwestiaof the Petrograd Academy of sciences. The
same year he submitted one more paper, and it sggpaal917, in the same periodical [11].
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12.0n the History of the Statistical Method in Natural Sciences
IMI, vol. 32/33, 1990, pp. 384 — 408

This is a translation of the Russian résumé of mgligh articles [1 — 5] devoted to the applicatidrthe
statistical method in separate branches of nasaiahces mainly during 1750 — 1870. | omit the beigig of
my résumé where | discussed the definitions ofs$ied, statistical method and exploratory datdyesis
since | treated all this elsewhere [6].

1. Conclusions Not Formulated in My English Papers

1) The statistical method had been developing iaddently in each branch of natural sciences. From
1830 that process was going on against the backdrofia fading interest in probability; indeed,ther
Darwin nor Boltzmann ever referred to Laplace.

2) There existed a permanent contradictiowéen statistics and the concrete science wheeglibken
applied. Statistical data showed the directiordieweloping the latter, but, after some progressagageved,
they usually became useless.

3) By the mid-19 century statistical populations requiring exanimmatvere revealed in separate
branches of natural sciences.

4) A number of natural-scientific disciplineisettly connected with statistics originated in t#' cen-
tury; furthermore, for a long time statistics det@red the development of some other branches ofkno
edge.

5) Most important discoveries in some branaffestural sciences were obtained by studying the c
lected statistical data without applying any (stiknown) statistical tests.

6) “Tabular” statistics appeared also in ndtacgences.

7) In some branches of natural sciences thiststal method was initially reduced to derivingam values
(or states); then, however, it began to includesthdy of the pertinent deviations.

8) The Darwinian evolution of species can lpresented as a discrete stochastic process.

9) Humboldt's theoretical findings in naturalences were based on his studies of the mearvéoaged)
states of nature.

10) The first quantitative study of a corredatdependence occurred in 1865 (Seidel), and i@ X&p-
teyn introduced an “astronomical” correlation coxént.

11) In 1858 Clausius introduced a linear fumtdf an integral law of distribution, and the distition
itself was infinitely divisible.

12) In 1873 Maxwell anticipated Poincaré’s ideat a random event was present when small camnsks
unstable equilibrium led to essential consequences.

13) The prehistory of exploratory analysis dtdanclude the works of Halley (1701), Humboldt {13
and Galton (1863).

In the sequel, | cite these conclusions bydatiing the appropriate numbers in curly brackets.

2. Medicine

2.1. The Numerical Method6}

The statistical method found its way into matkcalong several directions. Population statistias al-
ways closely linked with medical statistics. Epidelwgy and public hygiene, that date back to the-af"
century (882.4 and 2.5), were based on statistigseven the inoculation of smallpox (from the 1820
Jenner) required statistical data and appropnmsestigations. Surgery, also from the mid*x@ntury,
needed statistics as an indispensable tool of refs€82.3) {4}. Finally, the numerical methodduis, 1825)
of examining the symptoms of various diseases, lwhinounted to compiling statistical summaries, had
been in vogue for a few decades. Pirogov (1849)maddov (1854) favorably mentioned it although the
latter perceived its restrictions. Even before quliysicians and other scientists recommendediasim
usage of statistical data in medicine (Dalembét591 Black, 1788; Condorcet, 1795), and Pinel (3801
published a statistical study of the treatment efital patients. Neither he, nor Louis demandednesion of
the plausibility of their conclusions.

2.2. Elements of Mathematical Statistics

In 1835 the Paris Academy of Sciences debatedrtit#gms of applying probability to therapeutics but
did not decide anythindRoisson however, declared that, from the angle undemndision, medicine did not
differ from other science$&avarret, his former student at the Ecole Polytechniqueabee a physician and
published a book (1840) on the principles of mddtatistics. Indicating that he had issued frors&an’s
ideas, he recommended the estimation of the pl#itisitf any conclusions by the De Moivre — Laplace
limit theorem in accord with a previously choseveleof significance (a later term) and the checlahgni-
tial hypotheses by a method due to his teachernfamy decades, authors invariably included Gavarret
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formulas in their treatises and at the very leasthius paved the way for a speedier introducticstatistical
ideas and methods into medicine. In Russia, Davaotinued this line of development (Ondar, 1971).

2.3. Surgery

The statistical method began to be applied in syrijem 1839 for studying the results of amputasion
The introduction of anesthesia (that sometimeddeskrious side effects) demanded a comparisoroafin
ity from amputations made with and withoutSimpsonpublished such a study in 1847 — 1848, Bird
rogov, in 1849. The latter began practising anesthesmilitary surgery. Simpson used heterogeneous data
mistakenly believing that that approach secureddriglausibility, cf. 85.4. The definitive introdian of
anesthesia and of the Listerian methods of antcsgpthose beneficial influence became immediately
dent {5}, made previous data useless {2}.

In 1860 the International Statistical Congradepted-lorence Nightingale’sproposals for an uniform
plan of hospital statistics. She indicated thatdhweditions in surgical hospitals were better désd by
post-operational complications than by mortalitygiNingale (and Pirogov, Virchow and Simpson) noted
that mortality in large hospitals was higher tharsinaller medical institutions. According to Simp£@869
—1870), it increased monotonically with the numbklbeds. By then, a steady and practically reahge of
an indicator became a convincing argument in médtedistics {5}.

In military surgery, statistical data were diagle and Pirogov advised to trust only “sobersetvations.
Comparing the conservative treatment of the limiik mmputation, he called his time an “Ubergangspe-
riode”. During the first decades of the™@entury, he continued, “die alte, nicht statigtisSchule” did not
allow for the danger of operations; now, howevee, ¢ld “geheiligten Grundsétze [...] sind durch dia-S
tistik [comparison of the appropriate death-ratgsthittert”, but no new principles have yet eradrgnd
cannot emerge in the absence of reliable data.

Pirogov did not engage in mathematical stagstbut he widely used the statistical method amdecto
realise that mass phenomena exhibit stable retjgkfriThis helped him to solve problems inherent in erga
nizing military surgery {5}.

2.4. Epidemiology

Modern epidemiology attempts to predict the comfsepidemics. In the 18— 19" centuries scientists did
not yet aim at such goalBarr’s investigation (1866) provided an exception, aneineit had to do with vet-
erinary science rather than with medicine. Anothareption wagknko’s study (1889) of measles.

Even in the 1720s inoculation of smallpox ledtatistical problem®aniel Bernoulli (1766) tried to
examine thoroughly the benefits of that treatmkuat,neither he, ndbalembert, who criticized him and put
forward his own proposals, were able to answethallnecessary questions (Karn, 1931). The Jennesian
cination fared otherwise. From the very beginnitggresults were splendid {5}, but even in thiseasme
concrete technological issues had risen and Sih®817) argued that reliable national statistics needed
to solve them.

In the 18' century, cholera epidemics repeatedly struck Eeirtp1855Snow compared the data on mor-
tality from cholera in London with the quality ofidking water there. It occurred that the mortatifithose
who drank purified water was eight times lower tiofithe others and that fact at once indicatectthese of
cholera epidemics {5}. In 1886 — 18&&ttenkofer published a review of writings on cholera. He axhtlia
large number of statistical tables but was unableterpret them adequately. Nevertheless, Petfenko-
gued that no cholera epidemics was possible “wenrQdt [...] keine locale Disposition besitzt” and hi
opinion is still carrying some weight. The Inteiipagl Statistical Congress repeatedly discussedttiestics
of epidemics (especially of cholera). In 1872 @¢aemended to test the Pettenkofer statement &tatigt
but this was not implemented.

In 1865,Seidel an astronomer and mathematician, compared théhigarumber of typhoid fever cases
with the level of subsoil water. Calculating thevidéions of these magnitudes from their yearly meanes,
he found out that their signs for the same montiirscided twice more often than not. This meant that
investigated dependence was significant. In 1866ebextended his research by additionally takintg i
account precipitation. He thus quantitatively estied the significance of a correlative relationasstn two
and even three variables, although only in a robadaway connected with loss of information. Sogkal
Virchow made similar studies but on an elementaayhmmatical level.

2.5. Public Hygiene

AlreadyLeibniz, in his manuscripts, formulated recommendatiomtapeng to public hygiene. And, from
its very origin in the mid-19century, this discipline began to study statistyca great range of problems
which were also discussed by the Internationals3iedl Congress and at least some of which nowaday
belong to ecology.
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In 1842Chadwick described the unsavory sanitary conditions in &mgjlPettenkofer (1873) estimated
the financial losses incurred by Munich from suddedses as typhoid fever. The city council adopted
recommendations and mortality from that diseaddHtete from 0.15 to 0.08%. In 1887, his stud&nis-
mann, published a treatise on sanitary statistics.rdiécated that “even recently” there had existe@égan
tive opinion about that subject; turned the attantf his readers to the methods of collecting ;datd ex-
plicated Davidov's ideas about the quantitativestes$ the reliability of statistical inferenc@s.

3. Biology

3.1. Various Problems before Darwin

The attempts to apply statistical methods in biglbggan not later than in the midf8entury. Botanists
(Adanson 1757) desired to use “natural” methods of clgasif plants that preserved the “distances” be-
tween species; they had thus searched for an ams\ageroblem belonging to multivariate statistics.

In 1738Réaumur discovered the law of the “sums of temperaturke’established that leaves, flowers
and fruit appeared on plants of a given species #fe sum of the mean daily temperatures hachattai
certain valuesAug. De Candolle(1832) qualitatively compared botanical observatiwith the results cal-
culated according to that law and recommendedatudstrdize the method of such observations. In 1846
Queteletproposed to replace the sums of the temperatyrtéselsums of their squares but was unable to
estimate quantitatively the advantages of his lawampared with the old one. De Candolle (1832) als
published vast statistical data on the consumpitfaxygen by plants in darkness, on the contemtaiér
and sugar in fruits, etc. {6}.

Not later than in 183Babbagebegan collecting statistical data of the life nimaals and compiled a sta-
tistical questionnaire about mammals {6}. A statigk study of fishing in Russid@er et al, 1860 — 1875)
was of direct practical importance {6} and possitlisected Baer towards theoretical problems in ahim
ecology (Valt, 1978). In 188Rasteurtested his vaccine against anthrax on many thaissaihanimals. The
results were brilliant, and he did not have to walout their mathematical treatment {5}.

Compilation and analysis of statistical dataame a most important component of geography ottgla
new discipline created Hyumboldt at the beginning of the T&entury {4}. In 1858 the International Sta-
tistical Congress published a questionnaire paeoted to it and to zoogeography. Anthropomettyictv
originated in the second half of the same centdiyvas also directly linked with statistics. Itlopeer was
Quetelet(1871) but its name was due to Humboldt.

3.2. Various Problems: Darwin

Darwin engaged in various aspects of statistics.wtitings include a large number of statisticaléa.
Thus, he compiled data on the sex ratio at binttaffew species of animals; when studying the agetue of
six-fingered humans, he formulated and asked Stimkeslve a concrete problem on the realizatioraceé
events! when investigating the advantages of cross-featilon as compared with spontaneous pollination,
he asked Galton to check the significance of hicksions’ Darwin’s requests for assistance deserve every
praise.

When studying the life of earthworms, Darwirasxned how did they carry away paper triangles into
their burrows. He considered three possible caSemdom dragging and reasonably rejected all efrtin
favor of a non-random process (of some kind of isdmslragging). In 1888 Bertrand proved that thentéat
random” was not sufficiently precise (cf. §5.2) drcould have well referred to Darwin.

3.3. Evolution of Species: Darwin

Darwin was the main author of the theory (more isedg: hypothesis) of the evolution of species. He
studied the origin of new varieties, subspeciesspaties, the nature of the variations betweewithals of
the same generation (“horizontal” variations) artileen parents and offspring (“vertical” variatip{®}.
Darwin made use of such notions as natural andaseelection, variations, variability, without presly
defining any of them and it is sometimes diffiqaltinterpret his pronouncemefit&nd, while repeatedly
reasoning on randomness of varieties, Darwin c@ytaid not understand that notion in an unique way

According to Darwin, the evolution of a speaiss caused by the action of small permanent infles or
by small differences between the probabilitiesnaf br several events. He did not mention any thesfe
nor did he provide any quantitative estimates {dhich would have been very difficult). Indeed, hoan
we determine the probabilities of mating of twoiuiduals having definite qualities, of some verticaria-
tion, etc.?

| represent now the evolution of species adogrtb Darwin in the following way {8}. Introducenan-
dimensional system of coordinates, of the parametkindividuals of a given specisand the correspond-
ing Euclidean space with the usual definition & thistance between two of its points. At momgntof
discrete time thdth individual is represented by a poibt (Ui 4; Ui ... ; Ui, ); at momentt..,; the corre-
sponding points are the individuals of the nextegation, which, due to the vertical variations,| @ in
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somewhat differing positions. Introduce also a mgypoint or subspacdé(t) corresponding to the optimal
conditions for the existenad the species. Then the evolution of specieslv@iome a discrete stochastic
process in whose course the individuals approdcand the set {J } of the individuals of generatiofy,
constitutes its section. Also required are the epiate probabilities, but they remain unknown (abeve).
Moreover, Darwin attached great importance to charig mind and instinct of animals and even meetion
the natural selection of spontaneous variatiorinstinct. But how can we insert such notions irnuartgita-
tive model?..

The Darwinian theory led to the appearancesef fundamental problems, and, together withitende-
lian theory of heredity (unnoticed until the beginnifghe 23" century), for many decades determined the
development of biology. In addition, Darwin had de®ly influenced a group of English scientistsonvh
created the Biometric school for a mathematical statistical study of biology {4}. Mathematical stdics
itself became a discipline in its own right owirgd large extent to the work of that school hedueldarl
Pearson The stochastic essence of the evolution theosyevadent both for Darwin’s partisans and oppo-
nents, only Boltzmann (86.4) thought that it was @fiechanical nature.

3.4. Statements Made by Biologists

In the adduced summary | describe the statemerds imaseveral scientists (excepting Darwin) in a-ge
eralized and sometimes formalized way. They, thtestients, mostly consider the evolution of spettias
became studied from about the mid™&ntury. It may be thought that from then onwaadations gradu-
ally became one of the main objects of study indgjp {3}.

1) Adanson (1757), Aug. De Candolle (1813jurd classification of plants; individuals are ipisiin a

many-dimensional space.

2) Goethe (1790): space forms of plants; same.

3) Maupertuis (1745): heredity; vertical vaioas are random and small.

4) Maupertuis (1751), Cournot (1851): randomnissole in evolution is restricted.

5) Lamarck (1809): changes in external condgionlirectly lead to hereditary variations in indivals.

6) E. Geoffroy Saint-Hilaire (1822): new speaieiginate due to random mutations.

7) I. Geoffroy Saint-Hilaire (1851): restrictedgolution of species is due to changes in exteroatlitions.

8) Goethe (1831): evolution of species is duatmlom changes both in the species and extevndi-c
tions.

9) Cournot (1861): same; vertical variationsraredom, the evolution of species is restricted.

4. Meteorology

4.1. Stages of Development

In 1850Buys Ballotisolated three stages in the newest (from 180191yi®f meteorology: the study of
mean statedHumboldt); of the deviations from thesBg¢ve); and the future stage “wo wir versuchen kon-
nen meteorologische Begebenheiten voraus zu sgggrrhe first two periods were obviously of a gt
cal nature {4} whereas the third one apparentlytsthin the 1870s when observations made in diftere
countries began to be coordinated, and weather agg&ed. Indeed, under these conditions the stdidye
space distribution of meteorological elements bexpossible and the forecasting of some meteorabgic
phenomena could have started. At the same timeaitidence in general conclusions made by issfiomg
observations at separate locations (in partictharpelief that the Moon influenced the weathee, $&.2
{2}) was shattered. But already the study of tleviationsmarked the beginning of the investigation of the
temporal, if not spatial-temporal distribution b&telements.

4.2. The Influence of the Moon

This was studied already in the beginning of th& déntury. In 177 Toaldo summarized the data per-
taining to 1671 — 1772 on the changes of the weathdifferent places as compared with the pha$éiseo
Moon. He concluded that the influence of the Moad been essential and he could have corroboraged hi
reasoning by the De Moivre — Laplace theorem (dydanown to De Moivre) but did not do so. Toaldo
certainly made use of heterogeneous observatiodsgha binomial pattern adopted by him was hargly a
propriate (see 84.7).

Lamarck thought that the Moon strongly influenced the \eatIn 1810 he isolated 25,520 ( §gnres
of that influence depending on the mutual positbthe Earth, Moon and Sun and on other circumstsnc
but he did not even hint at a quantitative the&chuebler (1830) remarked that the Moon possiligctdd
the weather because of “chemischer VerbindungerZensetzungen” of particles in the atmosphere rathe
than owing to the “Gesetzen der Attraktion”. Hedlsidestepped the insignificance of the lunar tgtesed
by Laplace and Bouvard.

Only two years had to pass befémago reported that scientists do not anymore beliewhearinfluence
of the Moon; he himself was then yet at a loss.iBut845 he declared that “les influences lunagtes
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cométaires sont presque insensibles”. Nevertheldsscke (1837), in an authoritative review, arrivadan
opposite conclusion. Glaisher (the father), whaligd the influence of the Moon on the directiortef wind
(1867) and precipitation (1869) in Greenwich, agreg&h him, but in 187¥Xoeppenstated as a self-evident
fact that the influence of the Moon was insignifita

4.3. Observations

Networks of meteorological stations began to appeatater than in the mid-f7entury. During the
1730s and 1740s regular observations had beerdamt in several Siberian cities and in 1D&iel Ber-
noulli compiled a manual for the Siberian stations. I1&80QLtheSocietas meteorologica Palatifim Pfalz,
Germany) was founded. It existed for about 20 yaarksits stations in several European countriesblea
working according to a common set of rules. Boeietasvas the first to organize field observations (of an
kind) on an international scale.

In 1801Lamarck compiled a plan of meteorological observationsFiance. They were indeed com-
menced (with his participation) and continued ub809 or 1810Koeppen (1875) highly praised
Quetelet’'s merit of compiling and systematizing meteoroloymaservations in Belgium “since the early
1840s”, and in 1850 Faraday indicated, in a leti€puetelet, that his observations of atmosphéeictcity
were important. Not later than in 18&8imboldt andKupffer proposed a plan of observations in Russia to
the Petersburg Academy of Sciengémification of observations was the main subjewler discussion at
the International Meteorological Congress in 1873.

4.4. Mean States

In 1818Humboldt attempted to find out “les mouvements moyens alenlbsphére”. Later on, in 1845, he
conditioned the investigation of the totality ofgmlomena in nature by discovering the appropriatenme
values (or states) {9}. True, his definition ofrolite (1831) was not directly connected with mednes but
subsequent authors have formulated this tie evee explicitly, and Chuprov (1922), evidently exsieg
an established opinion, identified climate withyatem of certain mean values.

In 1817 Humboldt introduced the notion of isths and contour lines of equal temperatures for tw
seasons, winter and summer; plotted the isothefidss 10, and 15° on a world map; estimated &tieof
temperature with altitude; and calculated the nteaiperature of the seasons for the belts situstgden
his isotherms. He thus isolated climatology fronmteneology {4}. Even in 1811 — 1817 Humboldt turnieid
attention to the importance of generalizing anchiglating the “causes locales” before plotting thatherms.
That problem, as also the very introduction ofifdmherms (“ganz nach Analogie vblalley’s isogonischen
Curven [1701] geformt”), belong to the prehistofittte exploratory data analysis {143.

4.5. Deviations from the Mean

Dove(1837) came out against the “Herrschaft der Mitgeitl maintained that the deviations from the
mean state of the atmosphere should be studi€éd848 he argued that a spatial-temporal study oéihe
temperature was necessary {3}. He also publishetida@a on the weather and it seems that he thafight
abandoning the monthly isotherms, which he hims#lbéduced, in favor of weekly contour lines or exaf
reducing the study of the weather to compilatiodat {6}.

Koeppen(1874) indicated that the “Einfihrung der arithreefien Mittel” into meteorology enabled an
orientation in the weather, but that the appropréusal connections should still be cognized. dtked that
the “allerverschiedensten Zustande” were “zusamveegraben” in the arithmetic mean which was therefo
“Nichts Wirkliches sondern eine abstracte Gross* Davidov (1857, not with respect to meteorologyd
Lamont (1867) indicated that some means were often obatract nature. The latter also stated that

Die unregelmassigen atmospharischen Anderungen alstZufalligkeiten, im Sinne des
Probabilitats-Calculs, sondern als Schwankungem ungleicher Zeitdauer auffassen
musse.

He apparently thought that, for example, thertoiaries of these changes remained unknown, boipims
ion was too pessimistic: temporal changes (e.ghénweather, or in the number of sunspots, seb 8%
now considered in the context of time (statisticgllies. From about 1837 Lamont abandoned temporal
changes; instead, he studied the differences afl&imeous observations made at stations situatee tb
each other, but hardly anyone followed suit.

4.6. Abandoning the Theory of Errors

Quetelet(1846) knew that temporal changes in a meteorcdgiement were often asymmetric. He pub-
lished the letters sent him in 1845 Byavais who had provided examples of asymmetric denditea
astronomy, anthropometry and meteorology. Nevestigelin 1853 Quetelet declared that only “causés sp
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ciales” and anomalies corrupted the [normal] disttion of meteorological elements. In 189&yer, after
referring to the asymmetry of the temporal chandeslared that “Die Fehlerrechnung ist in der Metén

gie principiell unzulassig”. It is remarkable thRgarson(1898) applied Meyer’s data for testing the applica
bility of his theory of asymmetric curves to stuglyiantimodal densities.

4.7. The Weather Depends on Its Previous Stat§s}

AlreadyLamarck (1804) knew that fact. In 1793alton studied the influence of auroras on the weather at
one station. He compared the number of periodaiofifeather occurring after an aurora with the nemb
expected if that phenomenon was not taken intolattcd he first number considerably exceeded thersgc
one, and Dalton concluded that auroras were adgeats for the weather. He did not however count the
actual periods of fair days occurring irrespecti¥¢he auroras.

Quetelet(1852) andKoeppen (1872) studied the tendency of the foul (or faigather to persist by apply-
ing the elements of the theory of runs. The firstofem belonging to that theory concerned gamehafce,
but the first application of that theory in natusalences apparently began in meteorology. Whetheat
beginning of the 2D century, Markov created the theory of his chaiesconsidered the interchange of vow-
els and consonants in the Russian language buiodichention meteorology.

4.8. Lamarck

Lamarck distinguished himself by concrete findingseteorology in which he had been engaged during
almost his entire scientific life. He thought, altlyh not consistently, that that science was thédtie de
I'atmosphere” (1802), and, in 1802 — 1810, intrcetlithe term “météorologie statistique” and its eglant,
“statistique atmosphérique” (the study of the clienand the winds, and of the influence of metewick
elements “sur les animaux, sur les végétaux dessml méme”). In 184Queteletreasonably argued that
the statistical part of meteorology should notraguded into statistics; indeed, disciplines suglelanatol-
ogy nowadays belong to the appropriate brancheatofal sciences.

Lamarck postulated the existence of statistivateorology, — of a somewhat more extensiveqfarte-
teorology than climatology, — and urged that thed governing the variations in the atmospherestahe
lished. Without disavowing that standpoirRtimboldt directed his efforts towards the then solely gussi
statistical approach to meteorology. In 1800 — 1Bdfarck published eleven meteorologidahuaires
containing hardly successful forecasts of the werath France as a whole and his theoretical coreides
about meteorology.

5. Astronomy

5.1. The system of the World

Beginning with Kepler, astronomers attemptediscover numerical regularities in the solar systand
astronomy to a large extent caused the Laplacemmytiof probability Laplace deductively proved a num-
ber of astronomical facts after establishing tle&istence by a stochastic analysis of observati@gsetta-
bly left out of his writings). Two exceptions aesestatement (due @aniel Bernoulli) that the coincidence
of the directions of rotation of the planets angittisatellites was unlikely; and a calculationtod £xpected
mean inclination of the planetary orbits (1776).

In 1869Newcombcompared the theoretical (calculated accordirtheauniform distribution) and the
actual parameters of the orbits of the minor plsnetit he was naturally unable to appraise quéingty his
results. For him, these planets constituted elesnafrd single statistical population {3}. In 1908 bom-
pleted a methodologically similar stud3oincaré (1896) estimated the total number of minor planets
through their known number by applying simple ststit considerations. Both he and Newcomb confused
the notions of mean and probable values of a randwoiable.

In 1844 Schwabe drawing on his observations of 1826 — 1843, distadd that the number of sunspots
varied periodically {3}. Without providing any analis, he noted that the periodr § roughly equalled 10
years. In 1858%Volf compiled the observations of the sunspots begiwith the mid-18 century and con-
cluded thatT = 11.1 years. Then, about 1881, he analysedvdigans which lasted 120 years by compar-
ing 19 hypotheses concerning the value of the gestmightHe calculated the deviations of the mean data
for the separate periods from the general mean aupftsunspots and applied two tests: the rangieeof
deviations, and the root of the sum of their sgeidieided by their number, and he concluded thetteth
existed two periods, 10.0 and 11.3. At presentetistence of a precise period is denied, but, ayythe
numbers of sunspots constitute a time seriesaneobject studied by the theory of probability.

Sabine(1852) noted that the variations of the numbesurfspots were positively correlated with those of
magnetic declinations {5}. Later, in 1878, this oection was denied, but Sabine’s opinion has eadgtu
been found to be true. During 1872 — 1880 the cctiore between sunspots on the one hand, and cyclone
and atmospheric pressure on the other hand, walslissed (Meldrum, Lockyer, Blanford) {5}. It is meark-
able that no-one had then suggested that a matieahtatory (of correlation) would have been dddiza
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5.2. Michell’'s Problem

Supposing that a few thousand stars were scatteyethere chance” (uniform randomness) over the sky,
Michell (1767) attempted to determine the probapthat two stars were close to each other. Hisutal
tions were wrong, but his problem became classicalddition, he used geometric probabilities whiaime
to be generally accepted in 1777 (Buffon). Manyasimers of the T®century returned to the Michell
problem and remarked on the difficulty of its propelution.Forbes (1849 and 1850) noted that an assump-
tion of a prior distribution was doubtful and thiaé uniform law was “more inconsistent with a tatbkence
of Law or Principle” than the existence of “condatien” and “paucity” of stars. By applying the Psis
law Newcomb(1860) calculated the probability that some swfaith a diameter of 1° containesl stars
out of N scattered “at random”. In 1904 he reasonedB(se did in 1851) about the difference between a
“chance” and a uniform distributioR.G.W. Struve, who essentially contributed to the study of deutihrs,
applied stochastic reasoning for a preliminary ptbat a connection of two stars was physical nathan
purely optical. In 1827 he calculated the probapthat two or three stars were close one to amothe

A related problem on the distance betweenramolom points on a sphere dates badlajglace (1812),
Cournot (1843) andNewcomb(1861). Each of these scholars formulated it sndwn way. Without refer-
ring to anyoneBertrand (1888) solved it just as Laplace and Cournot Aidong other problems, Bertrand
used it for proving that the term “randomly” shoblel defined more precisely (cf. §3.3). He callesl th
Michell problem insufficiently determined.

5.3. William Herschel: the Sidereal Systenf6; 3}

From about 1784 Herschel began to count thebeumwf stars seen in the field of view of his tetgse in
various regions of the sky. Supposing that thessteare distributed uniformly and that his telescppere-
trated to the boundaries of the finite (! ) staygtem, he thus attempted to determine the reldistances
to those boundaries. He did not apply samplingfdrutim the stars were elements of a single pdjmula
{3}.

Later Herschel abandoned these premises, mi@1i7, he introduced a model of the distributibthe
stars according to their distances. He placedttrs sf each given magnitude i = 1, 2, ..., 7, between
two appropriate concentric spherest( 1 andi) but inside the rings thus obtained the stars \atosved
to be randomly distributed, a feature also prese8truve’s study (85.5). Herschel calculated the differ-
ences between the actual number of stars of eatie seven magnitudes and the number correspotaling
his model. The sum of these differences for tra four magnitudes was small and he concludechikat
model provided for them a fair approximation. Neketess, the individual discrepancies were toodam
that his opinion was hardly warranted.

Herschel's criterion (small value of the suhdeviations) , which he also applied indirectlyanhdeter-
mining the direction of the sun’s motion througk firoper motion of stars (1808)esembled the main
condition of the Boscovich method of solving redandsystems of linear equations (1770). When déterm
ing the velocity of the sun’s motion (1806), Herslchad to choose between the arithmetic mean and th
median. Apparently following Laplace’s early coresigtions, he decided in favor of the median.

5.4. Herschel: an Instructive Mistake

In 1817 Herschel indicated that the size of a $paomiscuously chosen” out of the 14 thousandsstéir
the seven first magnitudes, “is not likely to diffauch from a certain mean size of them all”. Sitham, it
beclazlme known that the sizes of the stars differraaosly so that the notion of their mean size issemsi-
cal.

Herschel apparently based his reasoning omuashie idea which became formalized (and speciiied
way unforeseen by him) and is now known as the 8igm& — Chebyshev inequality. His mistake illussate
the fact that, in order to establish some propmsitihe theory of probability, just like any ottseientific
discipline, has to issue from definite data, arat this powerless otherwise.

5.5. F.G.W. Struve

In 1847 he statistically studied the linear anduag(reckoned from a certain plane) distancesefstars
{3}. He did not indicate that his findings were a&tatistical nature; true, at that time empirdiatributions
in natural sciences were hardly mentioned. He pisuided a formula with statistically determinedarae-
ters for calculating the maximal distances of stdirg given magnitude. Finally, drawing on statiatidata,
he argued that the interstellar space absorbet ki proof was based on essential assumptiorighbu
existence of that phenomenon was subsequentlyrozedi

5.6. The Proper Motion of Stars{3}

52



The study of these motions for hundreds okgffar the time being, only in the directions pergieular to
the appropriate lines of sight) began in the 183@840s. The results obtaingdrgelander, 1837) enabled
to determine the direction of the sun’s motion maadre reliably. In 18420. Struve calculated the mean
proper motion for the stars of each of the firstesemagnitudes , and in 1892G.W. Struve analyzed an
even more extensive material. The middle of tH& déhtury can be considered as the beginning déstel
statistics {4};Herschel’s merits in that field are unquestionable but higistical calculations did not lead to
any real results.

When studying the sun’s motion, astronomergirreng with Herschel, assumed that the peculiations
of the stars were random. In 19R2wcombassumed that the projections of the stellar metmman arbi-
trary axis were distributed normally and determittegldistribution of the motions themselves anthefr
projections on an arbitrary plane. Both of theseuo®d to be connected with the chi-squared digiob.

Already in 184 ournot declared that “la statistique des astres [...] daitis un jour de modéle a toutes
les autres statistiques”, but only 40 years |&fi#r& Elkin (1884) stated that a general statistical study of
stellar populations was more important than a peedetermination of the parameters of some star.

5.7. Is a Statistical Analysis Needed{®}

A large number of astronomical catalogs andheaks as well as star charts had been publishtétin
19" century. Their compilation may be attributed te tabular direction of statistics, which was costied
with theoretical studies. ThuBroctor (1873) compiled charts of 324 thousand stars &ithed that he did
not need any theories on the structure of theastslistem. He did not find followers and the subseg
development of astronomy (85.8) refuted his opinion

5.8. A Statistical Description of the Stellar Sysia {3}

Kapteyn (1906 and 1908) vividly depicted the stellar unsgedescribing it by means of the laws of distri-
bution of parallaxes and proper motions of thesst@he (almost) determinate models of the starayée
(Herschel, F.G.W. Struve), as well as the meangramtions of stars of a given magnitude, wereesinc
forgotten {7}. Kapteyn (1906) also initiated a sdmptudy of the stellar universe and until our titihe char-
acteristics of faint stars are being determinesbime areas uniformly distributed over the sky additan-
ally at places of special interest, i.e., by sfiedi sampling. Kapteyn did not mention sample sysvaf
population that had come into practice at the afrthe 19" century.

5.9. An Astronomical Version of Correlation{10}

Kapteyn (1912) was not satisfied with the Galton definitmfithe correlation coefficient and offered
another one that enabled to estimate the conneotitmeen the errors of two functions some of whose
measured arguments were common. He had not refer@duss although his proposal was in the sgirit o
the latter’s thoughts. Kapteyn’s innovation coust/é been applied in geodesy if not astronomy, tiret i
mained unnoticed.

5.10. Karl Pearson

In 1905 — 1910 he published (partly as coauthor@is papers on the application of statistics ¢dlaat
astronomy. He was mostly interested in the relatloetween the parameters of the stars. He appdied n
Gaussian frequency curves and noted that statigtissable to indicate the directions for furtherasomi-
cal research but his attempts remained unsuppparly because he was insufficiently acquaintedh wie
astronomical literature.

6. Physics

6.1. Introduction

AlreadyDaniel Bernoulli qualitatively justified the elements of a kineieory by statistical considera-
tions. In essence, that discipline originated mmtid-19" century after the statistical method had penedrate
physics {4}. True, the kinetic theory had then beleweloping on a low stochastic level and mechénica
discourses occurred side by side with probabiligetetic arguments (Khinchin, 1943), which was itadble
because probability theory “was still in an infaetistate” {1}.

6.2. Clausius

In 1857 he introduced the notion of mean velocftynolecules and in 1858 he went on to study theidis
bution of their free paths. Denote the random fragh by , then, in modern notation, Clausius calculated E

and determined [1 + (s)] whereF (s) was the distribution function of the free patRsisson (1832
and 1837) was the first to introduce distributiondtions and Davidov (1884 — 1885) followed himt bu
these functions had not been essentially appli¢itithe 20" century so that Clausius’ merit is here obvious.
Moreover, the functior (s) occurred to be infinitely divisible {11}. Claius had also applied stochastic
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considerations for solving concrete problems anehi largely under his influence thdaxwell turned his
attention to probabilityGibbs (1869) contrasted Clausius to Maxwell @altzmann and stated that Clau-
sius was concerned with mean values of randomhiasaather than with distributions. This is ndbal
gether true, see above, but the general pictupeaaeeding from means to distributions is corrégt {t
would have been possible to contrast, in the samg Waniel Bernoulli to the three later scholars.

6.3. Maxwell

In 1860 he established his celebrated distributicthe velocities of monatomic molecules and effety
applied the chi-squared distribution for three<{ 3) degrees of freedotiHis derivation assumed that the
components of the velocity were independent. It eagatedly criticized and Kac (1939) and LinniR%2)
weakened the Maxwellian conditions.

In 1879 Maxwell introduced fictitious physicalstems and became able to consider the probatilay
system being in a certain phase. Actually bothrieeBoltzmann (86.4) made use of an infinite general
population (indirectly introduced by Laplace). Madileft many pronouncements on the statisticalhoet
Physicists, he maintained, were “compelled” to adofi871); it “opened up new views of nature” d@ad
quite sufficient “for all practical purposes” (1873Vithout directly mentioning randomness, he (1)8@&u-
ally connected it with an unstable behavior of péglssystems {12}. In 1875 he noted that the motiéa
molecule could not be predicted and thus abandbaptace’s opposite statement, but he did not adttte
statistical populations of molecules should theneetme studied {3}. Prophetically declaring thafirure
physicists will possibly study “singularities antsiabilities”, he illustrated this opinion by trendomness
connected with refraction in biaxial crystals (1873

6.4. Boltzmann

With respect to separate molecules Boltzmann affesm® definitions of posterior probability: 1) i
molecules out ofM possess propert}, then the probability that some molecule possassesn/M; and
2) If, during time periodT, some molecule possesses propétyor time t, the probability that it possesses
A is t/T. Note that the second definition is based on gedmgtobability. In 1872 Boltzmann declared that
the two definitions were equivalent; with respecgas as a whole this statement is nowadays fotetlbs
the ergodic hypothesis.

When studying the distribution of the kinetiteegy of a gas among its separate molecules, Baitem
(1877, 1878) employed the “classical” definitionpsbbability. Finally, in 1899 he introduced fidbitis
systems, and, accordingly, the phase probabilityg@3). In 1871 Boltzmann defined the probabitifythe
state of polyatomic gas by the product such ds wheref was some function (varying in time) of the
coordinates and velocities of the separate moleaned was the product of the differentials of these
parameters. Boltzmann’s arguments were mostly condewith the case of invariablie but he did not
reason them out: he understobds the number of molecules whose parameters sdtisfirtain restraints,
and, at the same time, as the distribution of thtes of motion among the molecules. When examisiog
chastic processes such functions determine thebdison of a system of random variables at therappate
momentt. Boltzmann’s writings are verbose, sometimes poorjanized and make difficult readifity.
Khinchin’s negative opinion (86.1) about the edilyetic theory was perhaps partly caused by thatioi-
stance.

Already in 1871 Boltzmann began to connectpitsf of the second law of thermodynamics with bz
tic considerations; his fundamental relation betw#e probability of the state of a system witheitdropy is
generally known. However, he could have illustratezistochastic meaning of the second law byDieiel
Bernoulli — Laplace urn problem, independently devised, in 1907, yghrenfests{1}. In 1886 Boltz-
mann declared that the L @entury will be called “das Jahrhundert der medwmen Naturauffassung, das
Jahrhundert Darwins” and in 1904 he stated thaetimdution theory was of a mechanical nature. Sirtyil
Boltzmann (1902) argued that it would perhaps becpossible to explain electricity and heat by “ver-
bogene mechanische Bewegung” whereas entropy @weiisibility will possibly be reduced

Durch Anwendung der WahrscheinlichkeitsrechnungdasfVerhalten sehr zahlreicher
materieller Punkte.

He also noted that the mechanical picture of thedamould not yet be abandoned, owning, howevevifob
ously bearing in min&ibbs’ achievements) that it was changing. Thus, althdmtzmann began to re-
view somewhat his standpoint, he was not preparéebtve mechanical philosophy behind, possibly beea
he, unlike Maxwell (86.3), did not perceive thestance of objective randomness.

Even in 1872 Boltzmann understood that the rddfitulty in applying the theory of probabilityas in
expediently defining probability, and he unintentdly rejected the Laplacean explanation of thaiomoas
incomplete knowledge&Zermelo (1900) agreed with Boltzmann in this respect, atgh in 1900Hilbert
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suggested that the probability theory should beraatized (his Problem No. 6), but he did not mentio
physics in this connection.

Notes

1.Some statistical data compiled in thé"t@ntury led to conclusions now either forgottemepected
(882.4 and 4.2). It would perhaps be opportunkseat in the methodological sense, to treat thdabla
material anew.

2. Thus, he thought that the differences in the pligms& skill led only to a “kaum bemerkbares
Schwanken” in the overall results of treating aegisurgical disease.

3. A more detailed description of public hygiene sldoléve included a study of mortality in the army an
prisons (data on morbidity were then fragmentdrgiflduce now Farr’s statement (ca. 1857) whiclifiedt
to the importance of statistics in this field):

Any deaths in a people exceeding 17 in 1,000 ahnaet unnatural deaths. If the people
were shot, drowned, burnt, poisoned by strymhntiheir deaths would not be more
unnatural than the deaths wrought clandestimelgxcess df...] 17 deaths in 1,000 living.

4. Stokes had indeed solved it, apparently by applsfiegPoisson distribution.

5. Without providing a rigorous analysis, Galton haafirmed that the former was more advantageous,
and Fisher corroborated that opinion.

6. Ruse (1971) studied the first of those concepth thi¢ express purpose of clarifying it.

7.He could have mentioned Laplace’s appropriate geiséatement:

L’action des causes régulieres et constantes toiiporter a la longue sur celle des
causes irréguliéres.

8. Males and females can be considered separately.

9. Kupffer thought about that in 1829 whereas Humbbdt even earlier considered it desirable [7, gp. 9
—95].

10.In 1863 Galton proposed a system of symbols fotheranaps and was immediately rewarded for his
efforts by ascertaining the existence of anticyeton

11.Such determination lead to the necessity of cdrrgdhe proper motions. This is an example of almil
settlement of the contradiction between astrononaysatistics {2}.

12.Mean proper motion of stars of a given magnitudsabee another meaningless concept (85.6).

13.Boltzmann used the same law for= 2 (1877),n = 3 (1873) and in the general case (1881).

14.1n 1873 Maxwell complained that Boltzmann'’s “leripttas “a stumbling block” for him, and, accord-
ing to Klein (1973), after about 1870 Maxwell “appatly never read” any of Boltzmann’s papers. imtu
Boltzmann, even in 1868, remarked that one of Mdbsvdeductions “wegen ihre grossen Kirze schwer
verstandlich ist”.
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14. Markov’s Report on a Paper of Galitzin
IMI, vol. 32/33, 1990, pp. 451 — 467

1. Debates among Academiciar$3]

In 1902, Prince Boris Borisovich Galitzin (1862916)," a Corresponding Member of the Imperial (Pe-
tersburg) Academy of Sciences, established thahgec of an earthquake can be determined fromatata
tained at one seismological station and thus saweienportant problem of seismology. Together whith
other scientific merits, this fact prompted seveademicians, including the astronomer F.A. Bredikio
nominate Galitzin for effective membership at treadlemy. The ensuing discussion was published i8 190
[13]; this source shows that Markov, and then Liapy negatively spoke about some of Galitzin's Btive
gations. The proposal of the seven academiciansiatasarried. Liapunov criticized one of Galitzimerks
belonging essentially to applied mechanics, whekémkov destructively reported on the latter’s paj2g,
and, not being content with the debates, expouhdediews in a special article which remained hosvev
unpublished until now.

Galitzin [2] treated some theoretical matelial his main goal was to publish and adjust thalteef
some of his experiments. His article [2] did notdmy means belong to the central sphere of Gaktsaitien-
tific interests and some other scholar could hagh agreed with those nominating him (but perhagreen-
ished the author for his lame publication). Markbbewever, owing to his peculiar straightforwardumaf
was unable to do so. Indeed, mathematical treatofestiservations was (and still is) an importaapsh the
work of natural scientists, and the appearancevegak paper on that subject in a periodical ofAbhademy
could have additionally annoyed Markov, the moraisce this happened just before the nominatiatsof
author.

Markov [13, p. 5] justly declared that

Having no scientific importance, the artigle.] [2] hardly offers anything essential for
practical purposes because of the large disagrent between the results of the
observations reported there.

He added that Galitzin's seismological achievembatsnot yet stood the test of time.

Neither Galitzin, nor Bredikhin, who supportaidh, were able to object meaningfully to Markov.eyh
stated that large errors were inevitable when itigating the solidity of substances, but that argnhwas
ill-founded since Galitzin had apparently put fordi@recise numerical conclusions. One fact additign
characterizes his article. Markov noted that hepbrdid not agree with his own tabular values. t&ali
argued that the graph was nothing but a sketchkdahowever, refused to accept that strange setem
(and repeated his opinion in the paper here pudishindeed, Galitzin did not say so in his artieled his
“sketch” showed the scales adopted for each oftloedinate axis.

2. Markov’'s Paper

Thelzvestiaof the Imperial Academy of Sciences (ser. 5, v8lfdr 1903, p. xix) announced that Markov
had presented his paper “On the solidity of glassl that it will indeed be published there. Neweldhs, it
did not appear either there, or, as it seems sfftelying general bibliographic sources, in any ogeiodi-
cal. However, the manuscript of the paper was bkémg in Markov’s family, and several years ago #aid
Markov, Junior, had given it for some time to Gredzky who mentioned it in his book [3, p. 65], ®atrit
over to the Archive of the Soviet Academy of Scesiand informed me about its existence.

| saymanuscript however, Markov’s work was set up in a printirficg in a format used by thevestia
(in particular, his name was given in an obliqueejaThe first page of thmanuscriptcarries a typographic
stamp “Printing office of the Imp. Academy. 3 [j.third] proof. Sent 9.1X.903. Returned ...” with tham-
ber 3 and the date written down by hand. It folldlaat themanuscriptis a proof (corrupted by a large num-
ber of insignificant misprints which | have corredtwithout any special notice).

It may be supposed that Markov did not rethat proof ; in other words, that he suppresseavbik. A
natural reason for this could have been the hailable form of his paper (not an original conitibn but
a review; and a detailed review at that, diffidolread without having Galitzin's article [2] atrfd). Another
possibility is that thé®ebateqd13] were (perhaps suddenly) to be published, drdieeady appeared. And,
finally, it cannot be ruled out that by the endl®03 Galitzin had a change of heart and at leasingisllly
agreed with Markov’s criticisms.

3. Mathematical Treatment of Observations

Reviewing the Galitzin’s article demanded, in parér, accurate and punctilous calculations andkiar
definitely had to spend much time on them. He wasygs interested in treating observations. In #rat he

56



is mostly known as a staunch supporter of the #heost forgotten Gaussian definitive justificatioithe
method of least squares by the principle of maxweibht (minimal variance). He included a chapter d
voted to that method in his celebrated treatisef@] combined it with investigation of statistisaties,
interpolation and the Lexian theory of dispersiBuach an approach is controversial, especially fitoen
standpoint of methodology, but at least it refldc@ attempt (then proved unsuccessful) to inctiicketly
the method of least squares into theoretical sitgis

Markov paid due attention to estimation of pteusibility of observations. Here is his hardlyokm pro-
nouncement [..4

4. The Theory of Correlation

Markov remarked that the main quantity intéresGalitzin depended not only on many variables,ib
addition on unknown variable circumstances. At enésthat correct indication would have meant that
Galitzin’s results should have been adjusted imatance with correlation theory that by that tirh@Qq3)
had only taken its first steps. | ought to say Matkov did not recognize it either then, or evatet. Here is
his pertinent opinion [8, p. 200]: The positiide of the “fashionable” correlation theory

Is not significant enough and consists in a sinyslage of the method of least squares in
order to discover linear dependences. However being satisfied with approximately
determining various coefficients, it also iraties their probable errors, and enters here the
realm of imagination, hypnotism and matheméficamulas that actually have no sound
scientific foundation...]

5. Some Subsequent (after 1903) Events

Galitzin naturally continued his scientific workdaim 1908 he was indeed elected effective membéreof
Academy. This time, without recalling his previauisgivings, Markov benevolently mentioned Hinin
1911 Galitzin was elected President of the Intéonat Seismological Association, and, in 1916, &\elbf
the Royal Society. He is justly considered as coften of modern seismology.

Galitzin’s relations with Markov remained (drl@ast once more became) normal. Indeed, in 1818,
letter to Chuprov, Markov [12, p. 70] wrote:

I have not dwelt on the question of the importasicihe law of large numbers to physics. It woudd b
appropriateto talk about this with Prince Gallitzih

Nevertheless, in 1916 Markov [8] again, although time indirectly, came out against Galitzin: kxe e
pressed his negative opinion about correlationrthé®4) while criticizing a paper [16] that appediia a
publication of the Main Physical (now, Geophysidabservatory, and Galitzin was then both the Dieof
the Observatory and the Editor of the pertinenigaécal. Markov [8] reported at the Academy during
Galitzin's lifetime, but it was published after tlater's death.

On the Solidity of Glass
A.A. Markov

Many physicists will perhaps be surprised that #hemmatician who did not carry out experiments kging
himself to speak about the solidity of glass. |&dpowever, that their surprise will blow over whbay find
out that the matter under discussion is the evialnatf the conclusions made on the basis of expariai
data by the method of mean numbeTie data and the conclusions on them are provitgg].°

Without dwelling on whether it is necessary, doientific or practical purposes, to search foea for-
mula expressing the limiting pressure sustained ghass tube instead of the Neumann formula [1145]

400 (n® - 1)/ (n* + 1);

without discussing whether the theoretical pathefarticle should have been devoted to descrithiegon-
clusions made in a certain manual [1] concerningaatier solved problem [§]and, finally, without touch-
ing upon the issue on the extent of the agreemetatden the circumstances of the experiments anasthe
sumptions made in the theoretical part, | shalraispe the conclusions reached in this article.

First of all, however, | ought to raise a numbkguestions about the data there provided. Talgwes
the values of eight magnitudes

le Vl Rl Rl dl nl Pml Tm
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three of which @, n, T,,) are not furnished by direct observations buédeined from their connections
with R, R, P,,.2In order to estimate the errors of andT,, under such circumstances it was necessary to
estimate beforehand the possible errors of thesariantioned magnitudes, which is not even hintéd a
[2]. From a mathematical point of view, it cannetdenied that, whe®,, is given only to two significant
digits, the calculation ofT,, to three digits is a mistake.

It would have been very simple to estimateitifieence of the error oP,, on T,, by means of Table 1,
at least for such cases in which, for one and d@ingem, we find a number of values &f,, corresponding to
different values ofP,, provided that the values &, were
calculated quite correctly in accord with the fotasuaccepted by the author and issuing from theegah
and P,, indicated by him. We are obliged, however, tmpout the opposite.

Formulas ( 25 ) and ( 28 show that for a constamt the increment ofT,,, should be proportional to the
increment ofP,, whereas in Table 1 we find for = 1.12

Tm = 3.22 atP, = 40 (No. 49
3.50 42 (NNo. 51 and 54)
3.55 44 (NNo. 48 and 50)

Thus, whenP,, is increased by 2T,, increases at first by 0.28, then by 0.05. Inséme table, fom =
1.15 we have

T. = 3.44 atP, = 52 (No.57)
3.76 55 (No. 58)
3.86 58 (No. 61)

Here, whenP,, is increased by 3, the incrementTj is at first 0.32, then only 0.10.

It certainly would not have been difficult tetienate the influence of the errors Bfand R on n in
accord with the formulan = R/ R; however, it is not worthwhile to dwell on thigtil the problem about
the errors ofR and R is ascertained. The importance of these errareases when we turn over to the
magnitudeT,, which is calculated frorm and P, In Table 1 forP,, = 42 we find

Tn = 3.28 atn = 1.13 (No. 36)
3.50 1.12 (No. 54)
3.90 1.10 (No. 8b)

This clearly shows that the errors in the firstitdo§ n influence the second digit o,

Under these conditions the problem about threreof R and R becomes very important, if, like the
author of [2], we shall not restrict our attentiorthe first approximation, i.e., to determining tmean value
of T,, over all the observations, but shall rather erdétermine some dependence betw&gnand n ex-
pressed by empirical formulas. Otherwise all cosiclns might be corrupted by constant errors diffefer
the inner and the outer sections of the tube dimeénfluence of these errors anand T, varies withR
and R.

ConcerningR and R it is necessary to take into acccount that thepat persist for different parts of
one and the same tube; thi®,= 4.37 for No. 48, and 4.50 for No. 51 whereath these numbers, as
shown by the bracket that combines tH8mienote parts of the same tube. This fact can bsedsto some
extent by errors of measurement, and, in parthbyfdrm of the tube deviating from a right circutgtinder.
However, there are no indications in [2] that thegmitudesR and R were measured repeatedly, and in
various directions. Furthermore, only the arithmetieans of botfR and R are given rather than their
values at the end of the tube.

One of the conclusions in [2] is th@it, does not depend on the rapidity of the increageéssure [...]
This inference, however, cannot be considered #ifovmnded. The magnitud€,, defined by equality ( 25)
and multiplied by a constant factdrepresents a function not only of many variabes, in addition, of
unknown variable circumstances, and these latsdt,raay be presumed, play a very important part.

Under such condition3,, cannot be considered as a function of one vajdid it V,, or n or some
other magnitude. At the same time, it is very difft to decide whethef, depends on some quantity. In
such cases only the method of mean magnitudesftarsome indication which will however be fairlyu
certain, especially if the experiments are not meital but rather of a random nature, and the ladgaon
which the studied quantity can depend are charjiras once*

In order to prove thal,, does not depend on the rapidity of the increageessure the author of [2]
indicates that identical values @f, were obtained at different rapidities and thagéarvalues of the rapidity
were sometimes accompanied by lesser, and, sonsgtimite to the contrary, by greater valuesigf At
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the same time, the author considers it possibélége thatT,, depends om, although, taking as an exam-
ple the Thiringen glass, Table 1 shows that foy d#ferent values ofn there occur values of,, equal or
near to 4.21%° and that whem increases the magnitudg, increases in some cases, and, quite to the con-
trary, decreases in other instances (and, morewmveomplete disagreement with either Table 2T alrle

23) . It was thus possible to conclude thB} does not depend on, and, admitting (as is done in [2])
deviations of 50%" to obtain T, = 5.4 or 5.5. Thus, it was apparently possibleonsider that, in the

first approximation, in accord with the theoretieabumptiort® T,, was constant.

Had the author restricted his attention to fing$ approximation, and omitted the conclusiorta manual
[1], he would have compiled a short note perhajisalsie for some technical periodical and | wouldéngeft
such a note without notice. But the author hadstmyped there, he believed it possible to state Thade-
pended onn, and even attempted to represent that dependgreeable, or a graph, and | consider it neces-
sary to indicate that we have the same or even ngireto state thafl,, depends orV,, the mean rapidity
of the increase in pressure.

To this end, | have compiles the following &bfrom which

N My Hm NV Tw N W Ty

89 10 421 21 22 8035 29 7.04
73 11 478 71 22 7.094 33 550
84 12 457 91 22 58B6 7.2 6.29
86 13 390 95 22 37@2 7.3 8.03
79 14 673 93 25 5183 74 6.28
19 14 707 81 27 4280 88 7.79
92 15 556 99 27 6.674 158 7.83
97 15 357 82 28 6.79

85 2.8 08.
Sum 40.39 53.54 48.76
Mean 5.05 5.95 6.97

it is possible to conclude that for the TiringeasslT,, increases withV,,. | have borrowed

all the numbers from Table 1 [2] concerning thaisglexcepting those which either characterizehibk-t
walled tubes (NNo 12 — 18) or are not accompanieithdications of V. | have omitted the thick-walled
tubes because the author himself thought it nepgssaeject three out of his seven pertninentltesu

Going on to compare this table with Tables 2@ 21 [2] which serves its author for conclusiobe# the
dependence off,, on n, | note first of all that a large part of the riagns in these tables are arithmetic
means of three, four or five numbers. Then, in ptdescertain the matter, we shall estimate, coatwith
the usual method, the possible errors of the diffee (6.97 — 5.05) in my table and of some diffeesrin
[2] which serves as the basis for the conclusibasst made.

Simple calculatiori8 provide a magnitude less than 0.21 for the sqoftiee mean error of 5.05, which, in
my table, isT,, for the Thiringen glass i¥,, < 1.5. For 6.97, which i§,, if V,, 2.9, the same magni-
tude is less than 0.14. Therefore, applying thexknformula®, we find that the mean error of the difference
(6.9722— 5.05) =1.92 isless than (0.21 + 3/44) 0.6 and does not amount to 1/3 of the derivedber
1.92:

If, however, first considering the Jena glass take the difference (6.53 — 5.50) = 1.03 eftthio values
of T, in Table 20 correspondingto= 1.46 and 1.33, we shall find by means sf as simple calcula-

tions that the mean error of this difference isaggethan +/ 038 > 0.6 and is therefore greater than one
half of the obtained number 1.03. Yet the autitlngs himself to say (p. 23) th&etrachten wir nun
naher die Zahlen der Tabelle 20, so sehen wir, filxslennéer Glas mit wachsendem n innerhalb der
Beobachtungsdata ., stetig wachst und zwar ist die Abhangigkeit &se lineare.

Finally, for the Tharingen glass (Table 21) eeve for the difference (6.84 — 5.16) = 1.68hefvalues
of T for n = 1.36 and 1.18 the mean error greater than (0.81 + 0.¥3)> 0.95;
and for the difference (6.84 —5.59) = 1.25thefvalues ofT,, forn = 1.36 and 1.51 the mean error is
greater than (0.81 + 0.28)> 1. Nevertheless, the author ventures to saiy th

Fur Tharinger Glas wachst am Anfang, it n bis zu einem gewisser Maxim{gtwa
bei n = 1.3b um dann allméahlich abzunehmen

These conclusions can by no means be admiteai-founded either for the Jena, or still lemsthe
Thiringen glass, and not only because of the ceralide magnitude of the mean error which indicates
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large disagreement between the main numbers, $miralirtue of the reasons explained above. So as
eliminate misunderstanding, | remind readers tBppfovides no information for deciding wheth@&,
depends only orR / R = n rather than on bothiR and R separately.

In concluding, | believe it worth noting a nuentof facts characterizing [2]. For the Jena giasffers a
formula

Tn = A + Bn
and it furnishes even two formulas for the Thirimgéass,
Tn =A +Bn + Cr,
Tn =A +B/n+ C/A+D/n® (1)

which are alleged to serve for differing valuesrof The coefficients of these formulas are howeaekihg.
Not knowing them, we naturally cannot ascertaiwhat extent do these formulas agree with Tablezr2D
21 on which they were based; or, how much are Batfeand 23 and the curves on the appended figure
concordant with the formulas. We can only note,tfatthe Thiringen glass, the number of measurésnen
recorded in Table 21 is equal to the total numbbénh® coefficients of the empirical formulas, bliat in

spite of such an abundance of coefficients, somebeus in Table 23 essentially deviate from theesorr
sponding numbers in Table 21: for = 1.10,T,, = 3.64 (Table 21) and 3.9 (Table 23); for= 1.18, T,
= 5.16 and between 4.5 and 5 respectively.

And, when comparing Tables 21 and 23 with {hygeaded figure, | found out that the line for tHaifin-
gen glass on the figure does not agree with ettlige: forn = 1.20, Table 23 provide§,, = 5.0,
whereas, according to the figurg,, is essentially greater and approximately equal$; forn = 1.26,
Table 21 furnishesl,, = 5.44, but, according to the figure, it is ab6. From among the numbers in Table
23 more than a half are in the interval from= 1.55 to 2.30 for which there are no measergs. Fi-
nally, the author’s attitude towards the empirfcaimulas and tables compiled by him can be judgethé

calculation of the maximal pressure sustained thyck-walled tuber§f = ). In this calculation (p. 28)T,
is taken to be 8.03 although such a number isttgckoth in Tables 22 and 23 and,rat= 23, the latter
gives T, = 4.4%2 We certainly do not know what value @, at n = s provided by formula (1), but

we cannot forget the author’s statement on p. 80 th

Bei wachsendem n wachst am Anfang auch diggkegt T,, (lenaer und Thiringer
Glag um spéter bei fortgesetztem Wachsen von n mevashiger langsam
abzunehme(rharinger Glas.

On p. 28 the author assumes, as an examptentt¥a 10. | do not know to what extent are the conclu-
sions from the experiments with tubes, for whiok thlues ofn are several times less than 10, applicable to
such thick-walled tubes, but | think that in angedt would have been more interesting to choosario
example such a value aof as occurred in the author’s experiments. Tyt = 8.03 andn = 2.30 the for-
mula ( 26 ) givesP,, 469; in Table 1 (No. 13) we fin®,, = 448 which is somewhat lesser, but it con-
cerns a tube that was eliminated from consideratidrereas Table 25 provides, far= 2.3, P, = 258.

The final judgement about [2] should naturéléymade by physicists.

Notes

1.The Russian spelling of his name was Golitzin.

2. Together with my commentary, it is now includeceglbere [15, p. 351].

3. Archive of the Soviet Academy of Sciences, Fonthientory 1a — 1908, delo 155, pp. 118 — 118
reverse. | am indebted to Dr. Natalie Ermolaevatite information.

4. Markov discussed his future report [7] conagg Jakob Bernoulli'$\rs ConjectandiNothing is known
about his (possible) conversation with Galitzin amdny case he [7] did not say anything about isys

5. Markov called the method of means “the method cimeumbers” (or, below, “the method of mean
magnitudes”). It was Condorcet, who, in a posthusnoublication of 1805, introduced the term “theofy
means” but he did not indicate its connection \pithbability theory. Not later than in 1830 the tdvatame
established. Later on Quetelet applied it and Hudibuentioned the “einzig entscheidende Methode, di
der Mittelzahlen”. In 1857 Davidov published a wenktitledTheory of Mean Magnitud€s Russian), and
even in 1901 Hilbert, in his celebrated reportlosproblems of mathematics, maintained that, harind
with axiomatization of probability,

60



eine strenge und befriedigende EntwicklungMethode der mittleren Werte in der
mathematischen Physik, speciell in der kinbgs Gastheorie,

should go on.

The term “Theorie der Fehler” was introduced Y65 by Lambert, but neither Laplace nor Gauss ev
used it. True, Bessel had several times appliehd,in 1845 — 1861 it became current. For seviehdes
both terms had been existing on a par althoughhiery of means considered any means (e.g., tha mea
stature of male adults) whereas the theory of erroncentrated on observations of constants. Davigs
the first to stress the common character of trgadimy observations. See [14, pp. 310 — 312].

6. Markov never mentioned the author of [2] by name.

7. Galitzin referred to [1]. Markov’s remark was faom self-evident. Indeed, Galitzin did not consider
the history of the subject, and in general hichrtivas mainly concerned with treating observatiatiser
than with theory, also see §1 of my general comargrabove. Incidentally, Markov himself (below) re-
ferred in similar circumstances to contemporaneaubors rather than to Gauss. | also note that kleed
[9; 10, pp. 481 — 490] investigated the solidifyubes but did not explain his method of treating perti-
nent measurements. He determined the resistartobed against rupturing under pressure from within.

8.In Table 1 Galitzin compiled the results of invgating the solidity of glass under pressure frommimi
He had experimented on 99 tubes of different kofdgass, mainly of the Jena and Thiringen vasetie
Markov mentioned the following magnitude¥;,, mean velocity of the increase in pressure juiireerup-
ture of tube;R and R , outer and inner radii ofatubd; = R — R n = R/R P, maximal pressure
sustained by a tube; anf,, measure of solidity of glass.

9. Formula ( 25 ) theoretically deduced by Galitzirswa

Tn = (14)(®Pn+ {[(Pn—1)/6°-1)] - 1}).

His formula ( 26 ) derived quite simply from ( 28§terminedP,, through T,;; however, Galitzin had mul-
tiplied the latter magnitude by a constant fadhstallowing for transition from one unit of measment to
another one.

10.Markov naturally kept to Galitzin’s numbering, atfiol; example, No. 49 meant experiment No. 49.

11. Experiments NNo. 36 and 54 concerned Jena gladsgreriment No. 86 was done with Thiringen
glass.

12.In his Table 1 Galitzin used brackets to denoteegrpents which concerned one and the same tube cut
into parts.

13.See Note 9.

14.In those times natural scientists tried their begxclude the possibility of several argumentst(fes)
changing all at once in their experiments. The thed experimental design originated by Fishertia t
1920s — 1930s, being based on a more effectivistitat treatment of observations, was able to dbarhat
restriction.

15. Such for example were experiments NNo. 18, 20,rgi189.

16. Galitzin’s article carried 25 tables. | explainedble 1 in Note 8. Each of the Tables 2 —sl&ni
extract from Table 1 and is concerned with onelsikind of glass, and, furthermore (with a singteeption
not important for me), with a small interval of uak of n. Each of them showsa as well asd and T,
Tables 20 and 21 are summaries for the Jena amih@ki glass respectively. Here, for example, isl&@a
20. The three numbers in the first line show theghted mean values of Tables 5 and 6 which were con
cerned with almost
the same value ofi (n = 1.12 and 1.13); just the same, the left phthe second line is a combination of
Tables 7and 8; and the other lines are connected in the sealy with Tables

n T d G 9 — 11. Thus, the last line repeats team
1.12 3.67 0.55 12 valuesvusly calculated for Table 11. The last column
1.33 550 1.04 7 sholmestumber of experiments (12 is the total number of
136 553 0.80 4 thepresented in Tables 5 and 6 taken together).
139 596 1.25 4 [BalR2 and 23 provide the results of Galitzin's
146 6.53 1.36 4 caltiolas of T,, by his empirical formulas for the two

riened above kinds of glass respectively, see hefomally, in Tables
24 and 25 he summarized the magnitu@gscalculated for given values af and for values ofT,, taken
from Tables 22 — 23.
17.Markov bears in mind the relative error @f,
18.1t is unclear which assumption is mentioned hemeesione of Galitzin’s formulas connectég with
n, see Note 9.
19.1In this table,N denoted the number of the experiment.
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20.Here and below Markov calculated the square ofrtkan square error of the arithmetic mean. He
referred to [4, p. 244] and [17, Chapters 5 — 7].

21.Here and below Markov bore in mind the formulatfee mean square error of a sum of several inde-
pendent terms.

22.Markov could have mentioned here his test of sigaifce, see 83 of my commentary.

23.Number 8.03 is the maximal value @f, in Table 1. The tube with the thickest wall in T@B3 hasn
= 2.35 and the corresponding valueTef is 4.4.

References

1.Evnevich, LLA./ ( ...(Manual on Studying the Laws of Resistance of d@nog
Materials). Psb, 1868.

2. Galitzin, B., Fiirst, Uber die Festigkeit des Glaskavestia Imp. Akad. Nauker. 5, vol. 16, 1902, pp.
1-29 + Plate (graph) facing p. 52.

. Grodzensky, S.Y& (Markov). M., 1987.

.Khvolson, O.D. , (Course in Physics), vol. 1. Psb, 1897.

.Lame, G Lecons sur la théorie mathématique de I'élastidi#é corps solide®aris, 1852, 1866.
.Markov, A.A. # $ (Calculus of Probability). Psb, 1900, 1908, 1913; M24.

. --- The bicentennial of the law of large numbers (ursftan, 1914) [12, pp. 158 — 163].
. --- On the coefficient of dispersion (1916). TranBIHS 2514, 1998, pp. 195 — 204).
.Mendeleev, D.I. [Report on the investigation of slodidity of glass tubes.] (1874). (Works),
vol. 6. M. — L., 1939, p. 187. (R)

10. ---On the elasticity of gases, pt. 1 (1875). Ibidpm,221 —589. (R)

11.Neumann, Fran2/orlesungen uber die Theorie der Elasticitat destéa Korper und des Lichtatheres.
Leipzig, 1885.

12.0ndar, Kh. O., EditoiCorrespondence between Markov and Chugi®r7, in Russian). New York,
1981.

13.- (Debates among Academicians in the Sittings ofihg&t Section of the
Academy of Sciences). Psb, 1903.

14.Sheynin, O.B. Quetelet As a Statistician. AHES, @@, 1986, pp. 281 — 325.

15. ---Markov’s work on probability. Ibidem, vol. 39, pp37 — 377 and vol. 40, p. 387, 1989.

16. Tikhomirov, E. Correlation method and its applioas in meteorologyGeofisich. Sbornikvol. 2, No.
3,1915, pp. 21 —48. (R)

17.Tsinger, N.Ya. (Course in Astronomy), pt. theoretical. Psb, 1899.

O©oO~NO O~ W

62



14. Markov’s Letters to the NewspapeDen,
1914 — 1915. IMI, vol. 34, 1993, pp. 194 — 206

1. Introduction

1.1. General Explanation

Markov wrote a large number of letters to saleewspapers. His sharp statements on burninglsoci
issues are indeed interesting, and Grodzensky regvinted some of them in his book [1], rendereésn
sential service to his readers. However, a numbletters, addressed to the newspdpechand found by
Grodzensky in several archives, never appearednnh[ft, p. 100]. Apparently, they were consideeadla-
cious or impudent. Markov’s social activity andte@nly his newspaper articles in particular resliirethat
the press nicknamed hiMilitant Academiciar{2, p. 9]. Neyman [3, p. 486] reported that he hagkcond
nickname as wellAndrew the FuriousLater Neyman also attributed to Markov a “limefiebout aDuke
Dundook[4, p. v], but it was Pushkin who had composedtais verse (not a limerick) about Prince (not
Duke) DundooK.

| am reprinting three newspaper letters writtgrMarkov and devoted to the methodology and tieacf
mathematics. All of them were published in a léftiswspapeben (Dayy. Minkovsky [5] briefly described
Letter No. 1, Nekrasov [2, p. 8] referred to Lefir. 3, and | discovered Letter No. 2 making use of
Markov’s obscure indication in No. 3.

Pavel Alekseevich Nekrasov (1853 — 1924) [6]jpwwill be prominently mentioned below, graduated
from Moscow University. He taught there from 18&5Raivat-Dozent, then as Professor and became IRecto
in 1893. He published important investigationslgeara and probability theory; his dissertationhéTLa-
grange series” (1886), is a noteworthy writing. Réigbly, his work is hardly studied. Youshkeviokuffi-
ciently described it in his book [7], and he was &en included in the well-known biographical diogaries
compiled by A.N. Bogoliubov or A.l. Borodin & A.Rugai. This was certainly caused by Nekrasov's+eac
tionary political views and his activities as Readd Moscow University, warden of the Moscow edimaal
region, and, from 1905, in Petersburg, high-rankiffizial at the Ministry of Public Education.

Archival documents [8, p. 378] testify that Masov pursued a tough policy towards the revolatign
minded students. An anonymous author [9] vaguetyobmrated this and expressed his hope that Nekraso
in his next position as warden, will continue taeate young people “in the spirit of duty to Goda€ and
Fatherland”. At the turn of the T@entury Nekrasov’s activities underwent a suddeange and it may be
supposed that his long-term work as an administiadapled with failure to understand the spirittoé
times was at least partly responsible for this.fabe writings of this eminent scientist becamemaginably
verbose and hardly intelligible; he began to cohhecmathematics with religion and politics and thuis
reason alone neither Markov, nor Liapunov percethede any word of truth. Furthermore, mathematigia
concluded that no scientific debate with Nekras@veapossible. Here is Liapunov’s opinion [10, p|. 62
about his pronouncements on the limit of function:

All of Nekrasov's objections are based on varioisumderstandings. Then, some of
them are not more than unsubstantiated dedlamaf...] whereas the other ones either
do not at all relate to the subject-mattetiud criticized papers, or are distinguished by
extreme vaguenels.] If Nekrasov will see fit to put forward objectioisthe same
kind, | shall consider myself free from answerihem.

Similar statements were due to Markov [11, p. fif Rosse (also see Note 14).
Nekrasov’'s unpublished letters (1916) to P .larénsky testify to his political views. Here, fexample, is

a passage from his letter of 26 November:

The Moscow school put forward the princspdé the language of Christian science and

repulses the language in the style of Kéaikx, Markov, Ya.l. Lintsbach. The

comparison of the books of Lintsbach, Mafko] with those of the representatives of

the Moscow philosophical-mathematical sd¢hubearly shows the crossroads to which

the German-Jewish culture and literature @ushing us

It is hardly amiss to note that Lintsbach [12] dat discuss either Marxism or religion.

So it happened that Nekrasov joined hands te Black Hundred, as stated in plain terms laykdv
Jr. [13, p. 89]. But, to repeat, Nekrasov’s sciantichievements should not be forgotten. As ariteahcl
point, | note that Zhukovsky [14, p. 639] indicatbdt Nekrasov had helped him in solving a cemaathe-
matical problem. Seneta [15, 886 — 7] describedrszk/’s findings in probability and put on recohndtthe
had definitely influenced Markov (who sometimesereéd to Nekrasov without criticizing him [16]).
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1.2. The Teaching of Probability Theory in School§Letter No. 1)

In 1914 Nekrasov made an attempt to introduce itiatheory into the school curriculum. He digtri
uted a memorandum written by P.S. Florov; therL,9h5, he published an extensive article [17] coirtgi
Florov's pertinent program, comments made by maathematicians during a discussion organized by the
Ministry of Public Education and carried out by empondence, the appropriate materials of the Slethn
Russian Congress of Teachers of Mathematics (1&1dHhis own considerations in favor of the Florov’s
program.

Many participants in the discussion oversteppelimits by insisting on the inclusion of theniilamentals
of mathematical analysis and analytic geometrjx@gchool curriculum, but all of them understoaal th
additional difficulties of any changes caused by e@nditions. Markov apparently was not invitedake
part in the discussion but he expressed his opioiotihe subject in an ad hoc paper [18]. “The legdilea”
of the Florov and Nekrasov project, he indicated3®), consisted in “the need to acquaint the skcéine
dents with their works”. In essence, he (p. 26jestéhat his viewpoint was close to the opinion&of.
Vasiliev and B.M. Koialovich (his student, an autled textbooks, including those on probability thgo
which had been appearing at least until 1931).I\&sin principle approved Nekrasov's project, dre] like
Koialovich, was mainly objecting to Florov’'s prognaVasiliev also remarked that the theory of pralitsth
provided apt illustrations for combinatorial anadyand fostered logical reasoning, and that Krde\at
ready in 1864, had included a felicitous sectiompobability in his celebrated collection of protiie for
school students [19]. Thus, Markov favorably comtadron Nekrasov's idea but had not said so dirgctly
nor did he offer his own program.

Nekrasov appealed to the Vice-President ofrtipgerial (Petrograd) Academy of Sciences with alesq
to consider the possibility of implementing his posal [20, pp. 96 — 97], and, on Markov's initigtithe
Academy established an ad hoc commission , whidiidled him, to study the Florov project. The commis
sion agreed with Markov’s negative opinion aboet pinoject and accused Nekrasov of aiming “to tunrep
science into an instrument for bringing religiownsl golitical pressure to bear on the rising gememaf21,

p. 105 — 106]. The commission did not examine Bease the teaching of probability, but “some” ef it
members (p. 102) were in principle against inclgdimat discipline into the curriculum. In itselfiet theory
of probability is certainly not a weapon of religior politics, and it may be thought that the casidn of
the commission was conditioned by Nekrasov’s walbwn ideological views (81.1).

Nekrasov continued to advocate his proposalgtwivas never implemented).Thus, he publishedterlet
received from B.V. Stankevich (1916), the Headhef Physical Institute at Moscow University. There
Stankevich [22, pp. 27 — 29] testified that proligbtis only taught to senior students, and solatyhe
Mathematical Department” and that he felt himsgtetatly strained in that the [...] listeners are aot
quainted even with the elements of probability”. tHerefore cannot help wishing “the introductioraof
short course in the theory of probability in thé@al curriculum™? It seems that in 1914/1915 probabilty was
not taught even at the Mathematical Departmentasddw, and this very fact makes Stankevich’s opinio
hardly convincing.

Nekrasov devoted a special booklet [2] to tbesctibed episode, and, what is more importantistoeta-
tions with Markov. It is still unstudied and | shahly indicate that Nekrasov, first, published eix
Markov's letters/postcards to him (1915/1916, pp-562)
and alleged that they had contained swear-wordgwie omitted before publication); and, secondnma
tained (not, however, for the first time) that Mavkhad without due acknowledgement made use of sdme
his findings. Finally, back in 1898 — 1899 Nekrassked A.l. Chuprov to assist him in introducingparse
in probability theory at the Law Department in Mogc No practical consequences ever followed, see th
translation of their correspondence in this coitect

1.3. Seminarists (Letter No. 2)

For at least many decades a considerable paréea@trdduates of theological seminaries had beeniegte
universities. Thus, at Petersburg in 1875, 45.7%hefktudents at the Department of Natural Scieness
former seminarists; at the Department of Matherahciences they amounted to 11.5%; and there were
29.2% of them at the University in general [239@]. The same source (p. 93) stated that the seistina
were much worse prepared for studying in universithan the recent alumni of gymnasiums, and fibvat,
Russia as a whole, 53.3% of those who enteredrtivensities in 1875 were such alumni whereas former
seminarists comprised the “main” part of the ré&s7%.

| have no such data for the turn of the centbig in any case by the beginning of th& 2éntury the
secular education at the seminaries undoubtedlgemed. In 1911 The Most Holy Synod, “in executimg t
Imperial will”, had worked out new regulations fiwe theological academic institutions “in the dpil
direction” [24, p. 3]. Before those regulations eaimto effect, “many members of the scientific 8tahd
abandoned the theological academies, and “casasneguossible when figures absolutely unknown in sci
ence, but sufficiently noted in the arena of pdditistruggle within the Church, were appointedeghofes-
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sors” [25, p. 209]. And we may assume that a sinpitacess had been going on in the seminariefiado t
Markov’s opinion that seminarists, when enteringvarsities, should not be preferred to the “realistvas
quite justified.

1.4. Infinitesimals (Letter No. 3)

An infinitesimal is a variable whose limit is zefiting that definition due to Cauchy, Markov addkdt
he did not reckon zero among the values of aniteimal, see however Note 19. Nekrasov [26, p] 459
declared that Markov [11, pp. 11 — 12] “was app#yeaestoring” the Eulerian terminology. Euler, hever,
is known to have considered an infinitesimal asaétpuzero [27, p. 267]. Youshkevich [27] traced tfe-
velopment of the concept of infinitesimal in thé"k&ntury, and, since the difference between actoal
potential infinitesimals had not affected Markostgentific work, | leave this subject alone. Ndiewever,
that Markov [11] did not treat infinitesimals arftht the page numbers (11 — 12) as given by Nekrdisbv
not belong there. On the other hand, Markov [1B1}.quoted Nekrasov who had declared [28, pp. BO]—
that a variable P) should be considered as equivalent to its l{rhi), i.e. that the ratid® / L should tend
to zero. He then ascribed that trivial statemenhéocase of a variable ( L) and for some reason accused
Chebyshev, Liapunov and Markov in that they hadékletl that condition P — L) 0 was sufficient for
such a value oL to be the limit of P. Thus, as Nekrasov continued, quite logically follegvhis own
ideas, his opponents had thought that, for examapth, n > 0 x" tended to six as x 0!

Markov indicated in his Letter No. 3 that Nedoa had attempted “to direct the teaching in schiamh
wrong track”. Posse [29, p. 72] was of the sameiopi

Nekrasov attempts to discredit an entire schoohathematicians whose representatives
are all the Petrogradand not only Petrogradprofessors in the eyes of the teachers and
students of high schools, and to direct theh@ay of mathematics in these schools to a
wrong track. | do not consider it possible &sp that attempt over in silence the less so
since Nekrasov published it on the pages affficial periodical of the Ministry of Public
Education...

2. Markov's Letters

2.1. Letter No. 1.NewspapebDen, 30 Jan. 1914, p. 4

A guestion for the Ministry of Public Education

| have recently found out that the Min. of Ralilducation is occupied with the problem of intuoihg the
teaching of the elements of the theory of probghitito high schools. | even have in my hands atpd
memorandum on this subject written by P.S. Florah womments by P.A. Nekrasov, a Member of the
Council of the Minister of Public Education. Conaieig its substance, | shall only say that it isyvesntro-
versial and cannot serve as a foundation for d@stabg the teaching of probability theory in higthsols; if
required, | shall analyse it in detail at a latated

At present, | ought to indicate that the MifiPaibl. Educ. did not yet ask the representativiheftheory
of probability”” at Petersburg University, i.e., me, to submitdeisclusion about that subject. | think that no
serious business can be done without the partioipaf appropriate specialists, provided thereoglaliber-
ate intention to do it pell-mell and badly. | ougierefore to ask the Min. of Publ. Educ. whetlés really
seriously engaged in the problem of teaching thedty of probability” in high schools or considéras an
amusement of Professor Nekrasov now idling awayitnie?®

2.2. Letter No. 2. Seminarists and RealistdewspapeDen 11 Aug. 1915, p. 3

As stated in the newspapers, the seminaristallowed to enter the physico-mathematical depertn
without any special examination, whereas the iségeit admitting realist$to the department is left open. It
is difficult to say that such a situation is nornigere is no sharp contrast between the schddlibgtin,
that distinguishes the first from the second, ismexessary for the physical and mathematical gucads
to the seminarists, they are getting accustometidiy schooling to a special kind of reasoning.efn@arist
must subordinate his mind to the indications oftdody Fathers and replace it by the texts fromSkep-
ture. The seminary’s wisdom can be very deep slsas/n by the fundamental writing [38]but it is far
from real science and is only able to establisigials truth for the believers. Such wisdom ealsibds to
the desire to place “the religious — scientificalifical experience under the educational coatrnfsi above
science. Referring the readers to Nekrasov’s arfg2] where they will find not only the senselgssbiage
quoted just above, but also specimens of sagarstats of special subtlety, | cannot help expresgiegt
doubts about the suitability of the seminariststifier physical and mathematical department. In asg cthey
should not be preferred to the realists.

2.3. Letter No. 3. Newspapeben 28 Oct. 1915, p. 3
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Dear Mr. Editor, — Allow me to raise two quests for lawyers through your respected newspapeatW
measures can be taken, in the hope of succeedjamsa the misuse of the [freedom of the] presioife by
an official periodical? And, is the Editor of sualjournal as responsible a figure as the editotadr or-
gans of the press, or is all his responsibilityrieted by unquestionably executing the will of tngthorities?

In addition, since the * ... [J. Min. Publ. Edugd.corrupted the facts, | am asking
you to publish the following letter which | had $ém Mr. Radlov but which he refused to make public
ought to indicate that the business concerns ae igba social importance since Nekrasov, a Merobtre
Council of the Minister of Public Education, prafig by his influence, attempts to direct the teagtof
mathematics in high school on a wrong track.

Dear Sir, Ernest Lvovich [Radlov], — Since gexiodical which you are editing, carried two poierti-
cles by Nekrasov directly concerning me [32; 33m asking you to find place in your journal fbe tfol-
lowing explanation.

Professor Posse [29] had indicated some pedaliures of Nekrasov's styléWithout calling in ques-
tion the existence of those features, Nekrasov i@@htains that he catched his style from'fiEhis state-
ment is not true since such a style is absolutalgifin for me. Just as | disagree with him on mattéecal
topics, so also | differ from him in style. In pattlar, | think it reasonable to pass over in sileall that
which does not concern the business at hand amdtdallow any confusion of mathematics with religio
and politics.

Then, Nekrasov repeatedly referred to sciengificieties. He said that | had taken the prinsipfehe
theory of limits to the court of scientific sociesiand that our debate was done away by th¢ater he
declared that his definition had passed the cra@bthe judgement of a scientific society so thatreader
can be sure of its trutf.These references do not accurately reflect redligwer had | taken the principles
of the theory of limits to the court of scientiBocieties. Regarding these principles | ought yotisat | did
not introduce there any innovations. In my lectweghe diff. calc. | defined infinitesimals similto how
already Cauchy [34, p. 26] did it

(On dit gqu’une guantité variable devient infinimgetite lorsque sa valeur numérique
décroit indéfiniment de maniére a convergesvarimite zérd

and how they are defined in many foreign and Rustxtbooks (for example, in the abovementionexkbo
of Poss&), only | add the following word&

It is important to indicate that we do not reckslimit, zero, to the totality of the values
of an infinitely small numbé?.

These words do not unite me with Nekrasov, buhis particular case they are decisive.
| shall not repeat or explain what | said befabout Nekrasov’s discoverigsand | shall end my letter by
indicating the resolutions of scientific societibigkrasov’s paper [26] begins thus:

Editorial note. Nekrasov submitted this paper asiaawer to Markov’s articl§l1] and it is published in
accordance with the decision of the Moscow Math&mmkSociety to place in the Matematichesky Sbornik
one article written by each of the two authors aedoted to the issue under consideration.

And, the proceedings of the sittings of the Kharktathematical Society on 19 Jan. 1914 [38] carey th
following:

The letter of Markov concerned with his debate \Wékrasov was heard out. The Society,

having heard and discussed it, being guidethbyprinciple that both sides ought to be put

as far as possible in identical positions, lged to open the pages of the Soobshchiemia

Markov’s answer, if only he wishes to avail $éffi of that opportunity?? 9 Oct. 1915

So that the readers of the newspdpemcan form some opinion about Nekrasov’s style, Isoder it not
amiss to refer to the end of one of his phrasesdir mentioned by me [in Letter No. 2]:

Then only the religious — scientific — politicadperience under the educational coat of arms, simad the
one contained in the Arithmetfiublished(about 1709 by order of Peter the Great, is 18ft

24 Oct. 1918*

Notes
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1.1t seems possible that Markov recited the satikiease “Prince Dundook” (rather than composed@uit)
directed it against Prince Galitsin, see the appatg piece in this collection. The verse stated the imagi-
nary prince Dundook became Academician only bechasing been endowed by an ass.

2. After the February revolution (1917), some MengkeyRussian social-democrats opposed to the Len-
inist Bolsheviks) were included in its editorighfft The newspaper was suppressed in 1918.

3. He also opposed the idea of including mathemasicalysis and analytic geometry in the curriculum,
but did not elaborate.

4. Senkevich also reported that V.Ya. Tsinger, in1880s, “had used to say” that the kinetic theory of
gases was “anarchic”, whereas N.Ya. Sonin, in 889%, “although he did not approve of the theoagd h
regarded it already with some leniency”.

5. See Note 19 to Nekrasov’s correspondence withGhuprov (in this collection).

6. Later on Markov had indeed published a paper [&8ptkd to the teaching of probability theory in
school (81.2).

7. The termtheory of probabilityoccurs several times in this Letter, twice in qtiotamarks. The Editor
had apparently inserted them believing that the teas not sufficiently known.

8. A few lines above Markov (correctly) indicated Nagov's position, so that his phrase is hardly under
standable.

9. The singular form is strange.

10. Alumni of non-classical schools, cf. the GernfRealschule.

11. Obviously, between the seminaries and the nonicksschools.

12.This book contains an extensive supplement of arabscientific and mathematical nature and several
hundred appropriate references, also see [31].

13.0n this point see Radlov’s letter to Markov of 8A®15 (Archive, Russian Academy of Sciences,
Fond 173, inventory 1, 59 No. 3; fragment translateDHS 2579, 1998, p. 100). ,

14.Posse [29, p. 71] indicated that Nekrasov

Likes to strike his opponent with apparentlgaerious, but actually very obscure phrases
[ ..] and[ ..] when quoting the words of his opponent, he sorestohanges them and
attributes to them something that they nowlagiek never said

15.Here are Nekrasov’'s words [33, p. 97]:

| was challenged to the debdig the argumentation of my opponent, whom | ansivieye
duty and catching his polemic style.

16.Here is the appropriate passage [32, p. 12]:

Here[18, pp. 27 — 28Markov provided as proof the principles of the thyeof limits
which hg11, p. 81]had already taken to the court of scientific sdegeaind gotten
there my adequate respolj2é, p. 459].

In these articles nothing, however, was said abdaburt of scientific societies”. Also see §1.4.
17.1 quote Nekrasov [33, p. 101]:

My definition[26, p. 459]does not please Posse, but it passed the crucilite
judgements of a scientific society so thatr&aeler can be sure of its truth ...

He never explained what did he mean by the truth @éfinition.

18.Markov apparently bears in mind the definition wsBe’s book [35], but he had not mentioned any
such book before.

19.Markov referred to his textbook of 1898 which | didt see; however, the same definition is contained
in its later edition [36, p. 45]: “A variable temdj to zero is called an infinitesimal. It is impeont to note ...”
The report of the Commission established by thedaoay of Sciences (1916) contained an explanation to
the effect that Markov's qualification remark wasled forth by considerations of convenience [211.Qd].
Markov was a member of that commission.

20.Hardly a proper term.

21.In 1910 Markov [37] declared: “I never confirmeddacannot confirm any of Nekrasov’s discoveries

”

22.Markov’s answer never appeared.
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23.Nekrasov referred to Magnitsky [39]. The coat ahdtet it even be “educational”) depicted there is
described by Gnedenko [40, p. 57]. Nekrasov maietathat a course in mathematics restricted toaiufu
(i.e., without probability theory, as it followedbin the context) was only a “religious — scientiipolitical
experience”. It is hardly possible to understand,hiut in any case induction is connected withistias
rather than with probability.

24.The newspapedenprovided a brief summary of the debate between Madnd Nekrasov by publish-
ing a paper by Pavel Youshkevich [41] three wedles detter No. 3 had appeared, cf. [42, p. 307].

AcknowledgementS..S. Demidov acquainted me with P.A. Nekrasovteistto Florensky which are kept
by the family of the latter. M.V. Chirikov suggegtesome editiorial changes in my manuscript.
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15. The Correspondence of Nekrasov and Andreev
IMI, vol. 35, 1994, pp. 124 — 147. Coauthor: M.\hifikov

1. General information

1.1. Introduction
Pavel Alekseevich Nekrasov (1853 — 1924) [1, 85P2pfessor and Rector of Moscow University, then a
prominent official at the Ministry of Public Edudatt, was a distinguished mathematician and a miwgi
person. A Platonist according to his philosophigalvs, he kept to reactionary political convictioK®n-
stantin Alekseevich Andreev (1848 — 1921) was a&3monding Member of the Imperial (Petersburg)
Academy of Sciences, a geometer and Professorakih and Moscow. The correspondence of Nekrasov
and AndreeVwas devoted to many subjects: the teaching ofgiitity theory in high school; the encounters
of both of them (but mostly of Nekrasov) with Mavkothe foundations of mathematical analysis; thereént
limit theorem (CLT). The main student of the conpamaneous history of that theorem is Seneta [4,s886
712 For us, it suffices to say that in 1898 Nekragsly fiaving applied the methods of the theory otfions
of a complex variable, sketched the proofs of ttwal and integral forms of the CLT for large deians for
sums of lattice random variables. His work madéatift reading and nobody appreciated it; the f#this
later writings proved to be just as dismal (cf.31.

In his letters to Andreev Nekrasov repeatedked him to ascertain the possibilities of disaugsiome
problems, and of reporting at the MMS, and we ersjzeathat the former, although being an “eldert¢he
(see Letter 11), never occupied any official positat the Society. On the other hand, it follovesrirthe
concluding salutations in the letters of both Nekraand Andreev that there existed ties betweeanfdrai-
lies.

1.2. The Teaching of Probability Theory in Schools

Nekrasov's attempts [6] to introduce the theorpmfbability into high school are well known [2, §2]
Like many other reformers, he had not thought abimdifficulties of management which would havisem
had his proposals been implemented. Furthermoragime reason he based them on P.S. Florov's progra
compiled by that mathematician on a low theorefieaél. A number of scientists beginning with MavK8;
9] had therefore come out against Nekrasov’s attemg killed it.

Not feeling himself defeated, Nekrasov contthteexplain his theoretically correct viewpointdrivate
letters. His main step, however, was an appedlgd/ice-President of the Academy of Sciences, the p
lologist P.V. Nikitin® As a result, on Markov’s initiative, the Acadenstablished a commission which
sharply denounced the Florov — Nekrasov propo€j| Hut, at the same time, missed the opportunity t
reform the Russian school program. Still, Nekrastmod his ground [3]. In particular, he (pp. 445} sted
the commissions and congresses of the teacheratbeEmatics, which, over the years, had to do wi¢h t
school mathematical curriculum and stressed tha®i the commercial schools had included elenants
probability theory into their program “in spite thfe brakes created by Markov and his colleagues”ttie
sake of comprehensiveness we list Nekrasov’s wstiat least partly devoted to the teaching of pudiha
in schools [11 — 17; 6; 18; 3] and we quote hisegalizing declaration [3, p. 51]:

At bottom, my official activities in definingetvarious types of schools and mathematical
programq...] are reduced to an ideological struggle that aims@mpletely upholding the
classical values of the mathematical educaitioall types of the general schdbol.

1.3. Nekrasov’'s Writings. Some Conclusions about Bm

From about 1900 Nekrasov’s mathematical writingsalpee unimaginably verbose, sometimes obscure
and confusing, with mathematics being inseparabhnected with ethical, political and religious cioiesa-
tions. Markov [19; 20] expressed himself againi thanner of exposition and Youshkevich [21] ofteee
number of Nekrasov’'s phrase-mongering to illustraseintolerable style. Much earlier Bortkiewicm,a
forgotten paper [22], accused Nekrasov of oily veadfjal 215), reactionary longings (p. 216) and tgfrapt-
ing to justify “the principles of strong rule andtacracy” by the theory of probability (p. 219).

Nekrasov [13], however, expressly declared éhednsolitismic [ ! ] basic education should beaicien-
tific — religious — national — state nature”. Itsill possible to understand this statement btithigown writ-
ings compiled according to the same principle. Tlkeeming out for the introduction of logic into sxdis of
all types, and considering [11, p. v] that schoatmematics should be based on logic, he (p. iluted
elements of probability theory and the Jakob Beltntheorem into it. Mathematics, as he declareddidli-
tion on p. 9, accumulated

Psychological discipline as well as political anatgal arithmetic or the mathematical law
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of the political and social development of fardepending on mental and physiological
principles

This monstrous phrase apparently had to do tvétworks of Quetelet. Elsewhere, in connectioth wie
statistical method, Nekrasov [7, p. 29] mentionprbblems of labor, and public wealth, of credigurance
of life and capacity to work”. Not restricting ré$forts by upholding his own views, Nekrasov hadrbe
accusing Markov of pan-physidrand of following Nietsche only because his oppomkah not lump to-
gether mathematics with ethics, philosophy etc]:[18

The mathematical languageust] [...] embrace supreme ethjdbe]together with
consciencéwith theology|[ ..] However, the mathematical language of such pan
-physicists as Markov is of another kind, iNietzschean and does not recognize supreme
ethicg(theology.

All the above excepting the support of Florowrdit program (81.2) is yet compatible with sultjee
scientific honesty. However, mathematical mistaked unwarranted statements indicated by Markov [24;
20], Liapunov [25] and Posse [26], also see [2, Bdpede even this conclusiBi-he abovementioned pecu-
liar features of Nekrasov’s style prevented thegaition of his works, and, to the contrary, fawbrés
being considered only as a muddleheaded reactioWéyare unable to comment on a statement [2725]. 2
that he suffered from a mental iliness, but inipossible to deny Andreev’s opinion formulated by n a
letter to Liapunov in 1901 [28, p. 40]: Nekrasov

Reasons perhaps deeply, but not clearly, and heesges his thoughts still more
obscurely. | am only surprised that he is d6@anfident. In his situation, with the
administrative burden weighing heavily upon hiinis even impossible, as | imagine, to
have enough time for calmly considering deépnsific problems, so that it would have
been better not to study them af’all

Agreeing with Andreev, we believe that all affdasov’s philosophical and mathematical statements
should be regarded as doubtful. At the same tineepnavide illustrations of his deep thoughts wiectable
us to consider him as some mathematical Nostradahmus,

1) His ideas about the dominance of logic y@hsounds really modern since it is possible sy that
he also bore in mind mathematical logic.

2) In connection with the mathematical stuflindeterminacies Nekrasov [7, p. 23] mentionedcstall
the main problems of the then not yet existing thed catastrophes (and used the teatastrophg

A special point concerns three Nekrasov’s rkisseof constructing/spelling and his own coineddsdf |
attempted to preserve the former in translatiothabthe reader will semnsolitismic(§1.3),equivalentness
(Letter 9) andlliteracism (Note 38). A mistake of another kind is his usg@afmphletfor an article.

1.4. Markov’s Polemic Style

Nekrasov repeatedly complained in his writings altbetsharp tone of Markov's polemic statements and
even about the rudeness of his private lettergd356 — 62]. Andreev believed that scientific atels with
Markov were simply impossible. Here is a passagefhis letter of 13 April 1901 to Liapunov [28,42]:*

| have experienced on myself all the annoyancebéting with a man who does not like
to restrict his sharp expressions at somebdsly/®expense. Markov all but scolded me.

Then, Slutsky (letter of 22 Nov. 1912 to Chupro8,[f. 44]) tactfully remarked that Markov posseszsed
“unusual” manner of writing private letters, whesehuprov, in a letter to an English statisticisseklis
written late in 1925 or early in 1926 (Ibidem, B)5indicated that

Markov's temper was no better than Pearsonésgcbuld not tolerate even slightest
contradictions either.

However, Markov’s very critical letter of 29 Apfi913 to N.A. Morozov? a former political prisoner, was
polite and ended in a way unusual for him: “Pldas@ssured of my perfect esteem and devotion”.

Acknowledgemeng.S. Demidov acquainted us with Nekrasov’s letiefSlorensky which are being kept
by the latter’s family.

Notes to 81
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1.Archive of Moscow State University, Fond 217, inie@y 1, No. 45 (AndreevV’s letters) and No. 92
(letters written by Nekrasov).

2. This second topic is also described in [2], whiobywever, was based on Markov's newspaper letters.
Nekrasov himself [3, p. 52] attributed the beginaf his sharp scientific debates with Markov (pet
regarding probability) to the beginning of the 1898eneta [4, p. 70] noted that in those days§82) the
relations between the two mathematicians were gehal: Nekrasov even read out one of Markov'’s repor
to the Moscow Mathematical Society (MMS).

3. Seneta also provided sufficient information aboakidsov’s life. In lesser detail he described Nekra
sov's efforts to introduce probability theory irtigh school.

4.Very interesting are Nekrasov’s more general thesifiiy pp. 30 — 31] on the teaching of mathematics
in school. They allow us to perceive his notiorfaéssical values” of the appropriate course. H®ne-
mended to include the theory of probability, eletsasf analytic geometry and analysis as well asd¢bha-
secutive approximate analysis” into the schooliculam. He related the last-mentioned subject ttuation
(understood in a wider sense) and he mentiondusrconnection Laplace, Poincaré and other schipars
19). He attached much importance to the establishofenathematical classrooms and the educatics®al u
of cinema (pp. 30 — 31).

5. Nekrasov [3, pp. 55 and 58] subsequently publigthvedletters to Nikitin written on 29 Sept. 1915 and
5 April 1916.

6. Cf. Nekrasov's statement from his letter to P.ArEhsky of 2 Nov. 1916:

For the sake of the future of our fatherlarids inecessary to raise the standard of
mathematical education in the school but prbieitom the Markov & Co’s frame of mind
by those precepts, emblems and exercises whecincluded in our native tongue, in
Magnitsky’s arithmetic, in Bugaev's arithmology the theory of probability of
Buniakovsky, Chebyshev, Mendeleev and me.

The termarithmologyintroduced by Nekrasov’ teacher, Bugaev, méambry of numberbut later became a
synonym of a doctrine of discrete functions andhesar&Veltanschauung based on discreteness. It is now
dated. Mendeleev did not have either any probghitiéory or even systematized indications on tnggati
observations. True, Nekrasov [17, p. 4] declared ‘tthe maps and the principles of nomography’hia t
great scholar’s book ( / (On Coming To Know Russia) “are adapted to the @hlebv
theorem” but this obscure remark did not explaiytiaing at all. Magnitsky was the author of thetfiras-
sian treatise on arithmetic.

7. See Letter 12 and the appropriate commen@raation of new words by amateurs was then iugog

8. It is hardly known that Nekrasov [23, p. 11; 4, pp.— 46] committed an elementary logical mistake
when proving the convergence of an iterative preces

9. This statement was possibly prompted by Liapuntmss commentary on a letter of 16 March 1901
from Nekrasov to him [29, p. 84]. Nekrasov advisé&punov not to hurry with publications on probétlyil
theory and maintained that the latter’s theorerke those of Chebyshev” were corrupted by mistakes.
quite possible that Liapunov could have impartedthoughts about that letter to Andreev. Senetp.[83]
indicated Nekrasov’s unjustified declaration [3068] about Liapunov’'s memoir [31].

10.See Note 7 above and Note 50 about the latterlashénvented word wgsridisminstead of “jurisdic-
tion of sorts”.

11. Andreev apparently had in mind Markov’'s note [&mnilar statements are in his Letter 3 (below),
and, indirectly, in his Letter 7 (see Note 34)slsufficient to indicate here that an editoriatenattached to
[33] explained that Markov had “declared that hesidered it [...] impossible” to replace some phrases
his letter [32] “by insertions without a sharp taar@ not containing references to some persorationk”.
Consequently, [32] was published with cuts.

12. Archive of the Russian Academy of Sciences, For] 54entory 4, No. 1130. Markov denied Moro-
zov's paper devoted to the application of the stial method to linguistics and even publicly eegsed his
opinion [34].

2. The Correspondence between Nekrasov and Andreev
We adduce now these letters (with insignificaniddements). In a number of cases we had to sptfy
references.

1. Nekrasov — Andreev, 14 Oct. 1915

Nekrasov had sent Andreev his “pamphlets” iditlg an offprint of [35].

“As in the past® so now also K.A. Posse [26] appears as Markowseate when the latter, in attempting
to discredit his opponents, gets entangled in Wis oets.This time Posse came out because Markov was
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painfully flogged in my article [17] [ ... ] This enanter has a double lining. One of these is tharaht
struggle between schools differing in their priness but the other one, less visible, represents &aapi-
ration of a group of Petrograd mathematicians fifnosdinating [other] schools to their practicalirince.
Thus, for example, the reviews written by the mersilod the scientific committee, Posse and Koialbyic
and academician Markov, had killed, for all purpggbe talented works of P.S. Florov on analysi pnob-
ability theory. You probably know Florov who wastadent at Kharkov University; he possesses afgift
explaining issues of higher mathematics in an etearg way™

“Leaving aside the second lining since it teegthe academic-managerial system, | wish to seek y
advice about the first one that concerns the pplasiof mathematics ohainimportance for science and
education. | am deeply convinced that the compariddahe Brashman — Davidov — Bredikhin — Imshenet-
sky — Bugaev — Tsinger sch&bwith that of Posse — Markov reveals the greatkrevaf the former’s princi-
ples. At the same time, however, the latter istamli, and, by means of Markov & Co.’s 16-inchedate
[cannonade], it is attempting to overthrow the Ipesiciples so as to replace them by their own ohakne
have to withstand the charge of an entire bloc.

“Perhaps the Mathematical Society can objeltigwithout any personal debate) compile definieeid
sions on the points of disagreement on principldag are revealed in a number of my encountetts wit
Markov & Co. Issues to be decided could be fornadatbout classifying the concepts; on relatiorenaily-
sis and arithmetic with mechanics and probabiligory; and about the preference of some methoothey
ones (e.g., about comparing the Bienaymé — ChebysiMarkov method with the method of Cauchy —
Chebyshev — Nekrasov — PearSdn.]”

2. Nekrasov — Andreev, 15 Oct. 1915

“... I have prepared a brief report which | velititle thusThe conceptimit and asymptotic equivalent of
a functionin the calculus of probabilities of sums and meahen integer m[apparently: the argument of
the function]increases unbounded! There will be no personal debates in this talk, bavertheless, the
main concepts will be discussed so exhaustivetp aserturn completely the Markov & Co.’s declaoati
[24; 8; 26] that |, rather than they (Posse andikda), am abusing the concetflitait andinfinitesimal’

The end of the letter is lost.

3. Andreev — Nekrasov, 24 Oct. 1915

Andreev received the manuscript of Nekrasoefsort. It had not indeed “contained any polemibairp
words” but it can lead to new discussion. The MMSotved to transfer the decision about publishimey t
manuscript in thélatematichesky Sborntk its Bureau.

“Naturally, | have absolutely abstained frony @ersonal testimonial about the debate. Assuntiagytou
are interested in my opinion about the differenmetsveen you, and Posse & Markov, | venture to fdateu
it. [...] | believe that it is completely out of quem to decide who is right in your debate. Itsegg® is not
to determine the correctness or otherwise of satiggments based on rigorously established assumptio
but to establish these very assumptions. Evensifdbes not belong to metaphysics, it at leastitidbe
province of intuition in the broadest sense of thisd. Here, along with the mind, [...] appear, watlcertain
degree of being in the right, [...] tastes, inclinas, habits, acquired outlooks, sometimes everorand
points of views, [...] about which [..jon est disputandufn..]

“My life experience showed me that the champiofeither direction sin, each of them in theimoway.
Some, while attempting to build firmly on a not ypeepared and still quaking soil, are compelled fa.]
make use of diffuse and tempting explanationseitbese formulations, etc. That is your sin.

“Others, being unable to justify the [mistakpndposition that progress in science is conditibbg bar-
ring the expansion of the mental outlook, resoddphistry and cannot resist the temptation ofyatiop their
opponents not by scientific, but by journalisticapens. That is Posse’s $iH....] Not being a sinner in
either of these senses, [Markov] ][...] to this dagnains an old and hardened sinner in provokingtdeba
had understood this long ago, and | believe thaotily way to save myself from the trouble of senaihg
the provocateur’s bait is a refusal to respondhipdt his attacks [...F°

4. Nekrasov — Andreev, 25 Oct. 1915

Having received no answer to his Letters 1 Zrmhd understanding that his requests were difficu
fulfil, Nekrasov is prepared to abandon them, lutibks Andreev to return him the “suggested reportfie
MMS entitledCriticism of the connection and difference betweenconceptimit and equivalentof a func-
tion of an unboundedly increasing number Nekrasov then supplements the text of his reppthé fol-
lowing considerations.

“...the concepequivalentof a function, that | am widely using in the cdiciof discrete functions (N)
of a discrete and very large numbiéy has also been applied for a long time in anatketion of mathemat-
ics, namely, in the analysis of infinitesimals hayto do with continuous magnitudes. Imshenetskgilanase
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of that concept in 1873, in h&upplement® [39F* and thus essentially added to the Lagrange’s aod T
hunter’s concept known as ttieeory of analytic functionsnd, at the same time, he paved the way for bring
ing together the theories of continuous analytit ehdiscrete (arithmological) functions.

“Boussinesq [40] does not apply the terquivalent but, like Imshenetsky, he (pp. 64 —
66) established principles equivalent [tantamotothis concept and indicates their importancesforplifi-
cation? These simplifications, as Imshenetsky put it, lesichperfect equationsand, for continuous func-
tions, they lead, in the limiting case,gerfectequations between differential coefficients. [...]"

5. Nekrasov — Andreev, 30 Oct. 1915

Nekrasov thanks Andreev for fulfilling his rezgis formulated in Letters 1 and®He agrees beforehand
with any future decision made by the MMS aboutdgbate with hisnain opponentMarkov, but he asks
that his work mentioned in Letter 4 be additionaibnsidered. That letter will “reveal more perfgdtie
criminal [ ? ] sense of what was said by me [Nedvhand Markov [41, p. 459; 30, vol. 22, p. 326; pg.
223 — 224].

“The fundamental issues of the calculus of egjeints and limits are closely linked with the m&n-
dency of mathematicians simplify formulas and to admit, for the sake of simplificatand saving of time,
[...] a rightful dose of subjectivism(Boussinesq) ardctive intuition(of experience, of thars conjectandi
[art of conjecture] in the spirit of Jakob Berndusio as to approach tljective truth?* — to admit it to an
extent which will not lead to overstepping ttght to make slight errors. Mathematics of approxinzate
asymptotic calculations has an exaeidism with rules, customs, instructions of/in computatiehich must
be categorically observed. The question is, whaspMarkov or |, oversteps this extent in the défeial
calculus of probability P?°[...]

“My prosecutor in the person of Markov had rawever, calmed down and continues to charge tite de
nitely with introducing fundamental mistakes inte theory of limits, the doctrine of infinities anélinfi-
nitely low probabilities”.

Nekrasov listed a number of papers publisheiflagkov, Posse and by himself [24; 9; 26; 17; 3% a
continued:

“... from 1898 onward, while rendering proper fage to Chebyshev, | am, however, publicly maintain-
ing that histheoremon probabilities [37] is rathergostulaté® demandingritical attitude, and that thiein-
damentaffaults in the calculus of probability are to beridnot in my work, but in Markov’s writing#n-
deed, he, even after the publication of my menfgirdersisted in claiming that Chebyshev’s postulate is
theorem[46; 48 — 50; 51, 1900, pp. 88 — 89]. Later, emttieunder my influence, Markov [51, 1913, pp. 88
- 97] c;aanged the theorem; howe\ree,introduced a lacunary (a molafyeckoning when measuring a
variant

X= 14+ ,+..+ o

But he passed over in silence both that lacunamitgt the fact that filling it in will demand the gnition of
all the power of the fundamental base of my and$ees critical attitude towards the known diffetieh
calculus of the probability of the value of*A...]

“I am quite sharing your opinion that it wouldve been best to refuse to respond to Markov'gquative
attacks so as not to swallow his bait. And | hatbed ignored them until the attacks were perpetiate
some newspaper (the provocation in the newspapef20] became Markov’s usual business)”.

However, Nekrasov cannot keep silent when Mapkablishes such attacks in the periodical of thrisA
try of Public Education [9] or of the Academy ofi@wes? The letter in the newspaper [20]
“impertinently slanders [Nekrasov] as though | ¢ to direct the teaching of mathematics in school a
wrong trackY...] Actually, my project, and even not my persopabut the collective project compiled by
the professors and teachers of the Moscow eduedtiegion and the Petersburg Ministerial Commisgion
1899 — 1900 [was] later [discussed] at the All-Rarssongresses of teachers of mathemafjcs]

“I would like to ask you to consider personadlyd carefully the essence of the debate and &adikm
stand with confidence whether | am wrong, or is kéarwrong.[...]"

6. Nekrasov — Andreev, 15 Nov. 1915

“The debate is going on not about some depthsetaphysics, but only about the calculus of ddhfani-
tesimal probabilities. The abuse of mathemagedition principii[begging the question]) is not mine, but on
Markov'’s side since he scolds [denies] my righapply the known simplifying principle of replaciagtual
infinitesimals by their equivalents [...f*

7. Andreev — Nekrasov, 17 Nov. 1915
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The MSS’s Bureau indicated that Nekrasov's egtgy report concerns the subject of the debatehwthe
Society had earlieMatematich. Shvol. 28, 1912, p. 351) resolved to restrict bplghing one paper of
each of the debaters. The MMS will apparently apprthe Bureau’s opinion.

“You could have plainly understood [Letter Bt | consider any investigation of this debate fs]at
least a useless business. [...] In essence, aljthatvish is that at least one such person wiliduad who
explicates your own ideas more clearly [...] | maguas you [...] that you are severely mistaken if ffuak
that my firm stand taken with confidence can leathe resolution of the debate. Not confidencesigh
needed but clarity. However, an explanation of duodg else’s ideas is a thankless and very riskyness.
[...] Only once in my life did | allow myself to expphte somebody else’s ideas [54], the ideas ofiige
Imshenetsky [55], but | have since felt sorry forsif because | saw that | was occupied with a lessd
business which did not benefit anyone or anytffng.

“[...] | certainly cannot approve of the acadeiancs [Markov’s] appeal to the public opinion fortated
as a newspaper feuilleton [20]. However, once loadint himself to come out on that arena, he hadige
to use all the means usually applied there, anparticular, to parade in an ungainly fashion tle&akvpoints
and the blunders of his opponent. Markov [20] malss of this weapon very skillfully and deftly [...]”

Andreev then comments on Nekrasov’s unfortyrtateay the least, statement quoted by Markov:

“[...] It is utterly unthinkable that you werersously convinced that the publication of an édetio the
transactions of a scientific society may servecesescrucible [...] or that it indicates the articlajgproval
by the society. [...] All the previous lines were &ed by a feeling of my sincere liking and goodwgH
wards you.”

8. Nekrasov — Andreev, 5 Dec. 1915

Upon considering Nekrasov’s letter to its VRReesident, the Academy of Sciences “resolved tatitore
a commission” for looking into the teaching of theory of probability in the school. The mathemaitic
section of the Pedagogical Museum of the militatyo®ls discussed the reports of A.N. Krylov, S.AgB-
molov, Ya.V. Uspensky and Nekrasov himg&lf.

“At the [...] Museum | delivered a talk on the raelementary part of my repdtiticism etc [see Letters
2 and 4] and the educational and simplifying sigaifice of the principle of equivalence of magnitudeas
ascertained”.

9. Nekrasov — Andreev, 13 Dec. 1915

“[...] my memoir touched on the central issuate fundamentals of mathematics, namely, on thevagu
lence of functions. It shows the normal way of iciiton from the simpler to the more compleX”.

Nekrasov then mentioned Imshenetsky and Boesgi(see Letter 4), referred to Barbéra [57] amdiico
ued:

“My own works on the calculus of functions pdry large numbers], on approximate and asymplatis
of equivalentness [ ! ] of functions are compleadmhg the entire line and in all rigor so that | fum in my
conviction against all the insinuations of Markad&osse [...J#

Nekrasov mentioned tf#hurnal Ministerstva Narodnogo Prosveshchemited Markov [24, pp. 223 —
224] and informed Andreev that, in connection viith report at the Pedagogical Museum (see Lettan@8)
with the appearance of a Russian translation oftbie'wPrincipia [58], he would like to supplement his
suggested report at the MMS, and, in additiongferrthere to Barbéra [57].

10.Nekrasov — Andreev, 12 Jan. 1916
Nekrasov once more (see Letter 9) makes knowddsge to improve his report indicating the same
reasons as before but this time without mentiofagbéra [57].

11.Nekrasov — Andreev, 5 Febr. 1916

The Commission of the Academy of Sciences “t@alvantage of the school issue only for settlivey t
score with me and for compiling a new pamphlet astaine [10] [...]”

Nekrasov asks permission to answer the CommidatheMatematich. SB'And | am once more asking
you as an elder among the representatives of patieematics and pedagdgyo support me with all reso-
luteness [...]"” The report of the Commission [1078] includes the “main distortion of the basis of sti-
entific and philosophical concegf¥[...] I never confuse philosophy [...] with pure mathetic$” [...] The
booklet [59] contains ideas identical in spirit vinine.*?

12.Nekrasov — Andreev, 7 March 1916

The MSS had not allowed Nekrasov to publishahiswer to the Academic Commission in their pedadi
but he thanks Andreev for his troubles.
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“You have correctly indicated that the strugglgoing on on three fronts. (The first one: thedamentals
of the analysis of infinitesimals and of their amgmate asymptotic calculus; the second one: fureddats
of the theory of probability; and the third frothe bringing of mathematics and probability theioty
proper relation with issues in physics, religion @olitics™) You think that for me the struggle on the third
front is hopeless. However, it is here that the @ission has distorted my works most of*a...] Markov
[51, 1908] treats problems in religion and politfigorantly, by means rejected not only by Bunisdiy
[60, p. 326]*° but also by Boole, Jevons, Bertrand and Karl Refs and this is allowed and even com-
mendable|...]"

If, however, Nekrasov [43] discusses the saseds, it becomes

“An inadmissible abuse of mathematics. [...] $Tisia purely Prussian objectivity of reasoriihp..] In
spite of the Commission’s statements | distingtish main directions struggling with each other. Thetto
of the school belonging to one of these is mathealdtumanism; the motto of the school of the otfiesc-
tion (trend) is physico-mathematical reali&hif these trends can be united into a single drmajght be
done only under the first motto, only when [additifly] stating thathe ideal of science is the lamp of the
truth (V.Ya. Tsinger). Pearson, a mathematician and aamist) considers the separation of science and
philosophy a®bscurantisnj6l, p. 55 of the Russian translation]. [...] Theriders of the MMS were of the
same opinion [62; 63, 64]°

Nekrasov then criticizes the Russian transtatibNewton’sPrincipia [58]*° and declares that the theory
of probability is the basis of “a wide mathematitaluction in the sphere of disputable but vitaliss
(Poincaré, Pearson, N.A. Umov)[>.Regrettably, in 1872 the school in Russia tookrttael to ruthless
pseudo-classicism and formalism and reshaped thdswif contemporaries in a different fashidphysico-
mathematics was substituted for mathematics, hismabhecame thought of as being opposite of mathemat-
ics rather than of the extremes of materialism hewttless formalism™

The mathematical societies in Moscow and Khadame into being, as Nekrasov indicated, for strug
gling against such obscurantism.

“Had the Mosc. Mathematical Society wished ¢éfetid the humanitarian branch of mathematics wsth i
spiritual culture, it would have very, very stropgupported my just claim to correct the distorsi@ommit-
ted by Markov & Co.”

Nekrasov begins thinking about leaving the 8yciHe asks Andreev to inform the MMS about histin
tion “as about a tentative decision” and to askithehether they did not become “only physico-mathtizah
rather than widely mathematical [...]” The formal sador his leaving will be the Society’s refusakttable
him to defend himself from the Academic Commissibime end of the letter is lost.

13.Nekrasov — Andreev, 13 March 1916
After receiving Andreev’s (lost) reply to Lett&2, Nekrasov asks him “to do nothing” concerriig
intended leaving of the MMS.

Notes to §2

13.Nekrasov apparently thought about letter [36], Mete 34.

14.The text below makes it clear that Nekrasov cotgrigkscow scientists with those in Petrograd (Pe-
tersburg). The lumping together of such mathensikias Davidov and Bugaev and the astronomer
Bredikhin (below) allows us to question whetherlsacschool existed at all, cf. Notes 16 and 17.

15.Posse and B.M. Koialovich were members of the $ifiecommittee of the Ministry of Public Educa-
tion. Concerning the latter sde $ 3 . (New Enc. Dict.), vol. 23. Petrograd [, 1915], p. 4
1883 — 1888 Florov published not less than eighepaon mathematical analysis (mostly, on difféadnt
equations) in th&oobshchenia Math. Soc. Kharkov Univ1912 — 1915 he also wrote three superficial
articles on the Jakob Bernoulli theorem; on thef@uheedle; and on insurance of life, all of thenvestnik
Opytn. Fiziki i Elementarn. Matand he reported on annuities at the Second AdskRn Congress of Teach-
ers of Mathematics (1913 — 1914). Nekrasov [14]@lso publicly argued that Florov “possesses sewift
for explicating great truths in the simplest forni ...

We are unaware either of any reviews of Flas@apers on analysis or of Posse’s comments omdtlks
in probability. Koialovich [6, No. 3, pp. 18 — 18garded Florov's program as scientifically ungatisory.
We also note that he called mathematical statist®isaky and poorly substantiated theory.

Later addendum: In 1910, Nekrasov asked thadtinof Public Education to be appointed unpaidnme
ber of the Ministry’s Scientific Committee. His rezpt was refused because of the resistance of those
mathematicians who already were members of thisr@ittee. They were afraid that Nekrasov's appoint-
ment “can lead to very undesirable conflicts [...hcerning the existing mathematical curricula”, kster
of N.Ya. Sonin to the Minister of 8 May 1910, Ro&®s. Istorich. Arkhiv, Fond 740, inventory 43,.Nad,

p. 2. The entire letter is translated in DHS 2508, pp. 101 — 102. Dr. A.L. Dmitriev (Petersbufgdm
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whom | received a copy of this letter, informed tinat it is (mistakenly!) kept among materials canagg
politically suspect academics of Tsarist Russia.

16.Nekrasov undoubtedly meant V.Ya. Tsinger, alsorseéetter 12. All the scientists whom he named
excepting Imshenetsky were founders of the MMSoAlse Note 17.

17.1t is difficult to agree with the existence of sosiagle Cauchy — ... — Pearson methods. True, Nekra-
sov applied methods of the theory of functions cbmplex variable in probability (81.1) which exipis his
mentioning Cauchy (but not Chebyshev or Pearsargssence, Nekrasov repeated his then already pub-
lished statement [17, pp. 10 — 11] about two dioaxstin mathematics (where he had indeed contrésted
ideas of Cauchy, and, on the other hand, of Biegdym

The Academic Commission [10, pp. 67 — 73] dighéd in order to discuss the teaching of mathmsat
school, necessarily overstepped its terms of referand sharply denounced both this statement akthN
sov's wrong understanding of the principles of reathtics (and his attacks on Chebyshev’s memoir [37]
based on his mistakes). Also see Letter 5.

18.1t can be thought that in Letter 4 Nekrasov desatithe same suggested report but entitled it differ
ently. Later he published its “more elementary’paift Letter 8. In his works that appeared fron82&n-
ward Nekrasov understood the term “asymptotic esaivce” of functionsf (x) and g (x) with a con-
tinuous or discrete argumert in several senses, hamely (in modern notatiof® ) ~ g (x); f(x) = 0]
g(x)]; andf(x) = o[g(x)]. This ambiguity allowed him to formulate som@phetic statements about
the possibility of considering probability as artuad infinitesimal in the spirit of non-standardadysis [38,
p. 110]. See Letter 5.

19.1t seems that Andreev had correctly noticed soratufes of the debate between Nekrasov and his
opponents but had not wished to consider careitgllgnathematical essence. Posse’s paper [26] wes-ne
theless a scientific writing devoted, in particukarthe theory of limits. Finally, Markov, who mduced a
new and extremely important object, dependent nandariables, into probability, was not interestéter
in the methods of the theory of functions of a ctarariable, or in axiomatizing probability. Andrfa
long time he was regarding the fist steps of mattemal statistics with excessive suspicion.

20.Cf.81.4 and Note 34.

21.Imshenetsky supplemented his translation of TodinB0] by considering the application of analysis
to three-dimensional geometry and by a chaptenfimitesimals (definition; order of magnitude; egaH
lence) and on differentials. Todhunter's book wagducational treatise and Imshenetsky’'s chapter wa
naturally of a methodological rather than scieatifature. Imshenetsky (p. 450) had indeed, seavbéle
troducedmperfect equationef the type (; ; 0) = 0 which replaced equations( ; ; ) = 0 when
all the variables were infinitesimals with being of a higher order of magnitude thanand whose or-
ders coincided. The attribution of the theory ddlgtical functions to Lagrange and Todhunter remain
Nekrasov’s conscience.

22.0n the indicated pages Boussinesq establishedooelyrinciple by stating that an infinitesimal may
be replaced by any other one if their ratio tenednity. True, he additionally formulated an eviteorol-
lary.

23.The extant part of the Letter 2 contains no reguest

24.0n the indicated pages Boussinesq [40, pp. 64 h&bhot mentioned subjectivism. Nekrasov's ref-
erence to Jakob Bernoulli is hardly convincing. &ve inclined to understand subjectivism in appr@tam
calculations as a replacement of a given funcfigex ) by a simpler function (x) that asymptotically
estimatesf (x); (x) is chosen subjectively so as to facilitate elgtions. We shall also quote Ashby
[42]:

The theory of systems should be based on methadsgification, and, in essence, it
represents a science gimplification [...] I think that the science of simplification was
initiated by mathematicians who study homomisrph

25.Nekrasov [43, 1912, p. xiv] also excused, althounglirectly, “a relatively infinitesimal error again
formal logic”. Markov [9, p. 28] declared that tretatement “has nothing to do with common senseé. S
Note 29 about the differential calculus of probigil

26.According to the context, Nekrasov meant the ClaTaty case, in 1901 he [30, vol. 22]
groundlessly accused Chebyshev (and, for good medeglarkov and Liapunov as well) in that they had
mistakenly understood the foundations of matherab#inalysis [2, §4]. In 1898 Nekrasov [5] had rodla
mentioned the Chebyshev memoir [37], and later [44, p. 24] explained that omission by tgpigation
for brevity and by the fact that he had appliedaerperfect method than the one used by Cheby#hev.
1900 Nekrasov publicly declared that Chebyshew®pof the CLT was of little value, see my paperhis
work in probability (AHES, vol. 57, 2003, pp. 337353 (p. 348).
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In 1898 Nekrasov was still able to write caety, but his arguments were hardly convincingl9a5 he
devoted an article [45] making difficult readingttee memoir [37], also see Note 27, and in 191 hp.
26] repeated that Chebyshev's statement (the CisTdt a theorem in the strict sense but a postaatrect
until finite magnitudes of probability are discudsbut having numerous exceptions otherwise”. Neva
connected the cases in which the “postulate” fail@ti an actual infinitesimal probability and refed to his
“rigorous proof” and to Pearson’s “investigationsit had not mentioned any sources. His referenBeto-
son is unconvincing, and it was the limit of thensof variances of the studied random variablesigidiby
their number that should not have vanished [424p0; 1, §7.2]. Note that Nekrasov provided his agfini-
tion of a postulate [3, p. 54]; quite consistenkig,called it a rule spoiled by exceptions.

27.Nekrasov, here [45, p. 318] and elsewhere [172].identified a lacuna with a mosaic pattern of
landownership and for some reason called the nodistlbution lacunary. Earlier he [43, 1912, pp1fnd
473] understood lacunarity as a defect (lacunafigy law) or brevity (lacunarity of a table). Algo[45, p.
321] he explained that he had constructed the teotar from the Latinmolares(a stone block).

28. A variable taking discrete values. The Russian tearmantais hardly used anymore although several
decades ago Fichtenholz [52, §22] had applieddtraferred to H.C.R. Méray (1835 — 1911) withoutnme
tioning any source. The German text of Fichtenluskzd the German terwariante.

29.1t is hardly possible to comment duly on this stedat before studying in detail Nekrasov's merits in
proving the CLT (which Seneta, see §1.1, descrimedewhat cursorily). Note, however, that Nekrasad |
p. 3] mentioned the “Nekrasov — Pearson differéifdian” which had something to do with the theoftloe
Pearson curves. Neither that source, nor [43, 1812519 — 520], to which he had there referrecegiany
clue to the understanding what exactly had Nekrasoiributed to this form and what was the esseifice
Pearson’s critical attitude towards the “differahtialculus of probability”.

30.Nekrasov's reference to the Academ¥apiskiis patently wrong. He could have mentioneditses-
tia where Markov [53] negatively, although not altogetHirectly, commented on all of his works in gesher
Nekrasov had not (and could not have) answereth &general comment.

31.Markov [20] discussed only the fundamentals of reathtical analysis and his statement about the
wrong track remained unjustified.

32.Nekrasov's reference to professors and teachersoasmdommission was a fabrication, pure and sim-
ple. The discussion of his reports [12; 15; 18hatcongresses took place only partly; and, intamddiit had
not at all amounted to their general approval.

33.Nekrasov [17, pp. 13 and 16] also publicly accudgedkov of begging the question (again without
explanation). Not later than in 1935 the conceptarfvergence in probability, that had been apgdbed
before that, was fully understood. In probabilltgory based on classical analysis debates abaa! &t
finitesimals became since then pointless.

34.Andreev had published Imshenetsky’s posthumous saipt [55] whereas Markov [31] sharply criti-
cized it. Then, the former [54], while recognizitig paper’s incompleteness, reasonably arguedtshat
appearance was nevertheless useful. Markov [34gtiendeclared that his viewpoint had triumphedesinc
the incompleteness of [55] was not denied.

Markov's opinion was apparently too formal. Ele@ncidentally, is Bezikovich’s testimony [56,XIV]
about Markov: His last article was the only one

Which lacks a complete solution of the formulatexbfem|...] He brought himself to
publish it only having been afraid that helWi¢ unable to complete it

Finally, we disagree with Andreev in that his pajze] “had not benefited anyone or anything”. Imsée
sky’s article [55] continued his previous work &8 — 1888 which also provoked debate where Markov,
Nekrasov, and Posse et al had participated [36].

35.See 8§1.2.

36.The Pedagogical Museum published all these repoft916 as separate booklets. Neither of them
concerned probability theory, but Nekrasov's cdmittion [7] was an exception. Also see Note 18.

37.The replacement of an infinitesimal by an equivalaagnitude, as Nekrasov himself indicated (Letter
5), is made for the sake of simplification. Hisadeecomes clear when recalling his pronouncementtab
induction, see Note 4.

38.Nekrasov apparently meant the papers by Markoafié] Posse [26].

39. Alist of members of the MMS indicating the yeatlodir entry had been published regularly in the
Matematichesky Sbornillready in 1913 (vol. 29, No. 1 of the periodictbm among about 90 members
from Russia itself not more than five had joinee 8ociety before Andreev (before 1873) did.

40.Nekrasov perceived the “main distortion” in thatdikegedly attempted to prove mathematically the
omnipotence of God whereas he stated that wittetht inathematics was insufficient for that purpddev-
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ertheless, the Commission, in the place indicaiaty, referred to the bygone (and generally knowterapts
to prove God’s omnipotence by applying varioustsaby rules for summing diverging number series.

41.1n a letter of 13 Dec. 1916 to P.A. Florensky Nekraargued that he conciliated mathematics with
religion and politics “logically, correctly and figfully”. Both his statements were wrong, see fearaple
the Introduction to his treatise [43, 1912].

42.Khvolson [59, p. 11] held that “we must, and we a#mnost only believe” in physical laws. Thus, for
small values ofa the law of universal gravitation cannot be emplihcsolated from the family of formulas
including (in usual notation) 2*2. Then, he stated that hypotheses which indeddded “the veritable
essence of physics as a science” (p. 13) werelmdgd on faith (p. 12). Finally (p. 15), Khvolsattred
that a number of issues including the problem e fies beyond the province of knowledge.

43. Nekrasov publicly repeated these definitions of‘thents” [3, p. 21]. “Mathematics and probability
theory” apparently meant “mathematics including ...”

44.Cf. Note 40.

45.1n 1916 Nekrasov [3, p. 54] mentioned “the mainmeatatical doctrine [...] of Buniakovsky and
others about the trustworthiness of ancient legentié\.ctually, Buniakovsky [60, p. 326] simply stat¢hat
“the spiritual world includes such facts which dmt nbey physical laws”. In 1908 Markov [51, 1924 3@0]
resolutely objected to this, and added later [83).that the chapter of probability theory dealwith ap-
praisal of testimonies was its “weakest”. We shall a few words about Markov’ unsuccessful petjtion
1912, for excommunication from the Russian Ortho@bxrch (the Most Holy Synod resolved that he “fell
away” from the Church). In his petition, Markov eefed to Tolstoy who was excommunicated in 1901. A
few days before his death in 1910, the Synod resbtliat Tolstoy is to remain excommunicated.

46. Neither Buniakovsky, nor the other scientists (Bpdtons, Bertrand) could have rejected an objec-
tion only formulated in 1908. And, anyway, we thitlat denying atheism is as impossible as denytig r
gious faith. Note also that Nekrasov, in the sagtied, mentioned Pearson twice more. Had not Hzeea
that Pearson, together with like-minded associdtas,created the Biometric school in order to study
mathematically the issues of the atheistic theorgré precisely, hypothesis) of the evolution ofcéps?

47.Recall that Nekrasov wrote this in 1916. A much enogly statement is to be found in his letter to
Florensky of 11 Nov. 1915 (also while the war wBkrmany was going on):

| quite sympathize with your attempt to teach tlaghematical encyclopedia at the
Theological Academy. At your hands, it willeliffrom an encyclopedia of Markov & Co.
inspired from Berlin

The letter bears the date 1905, but Nekrasov weigadly mistaken: he also referred to a sourceiphbtl
in 1914.

48.1t is impossible to understand why humanism caleatealistic. Nekrasov, however, apparently
thought about Christian principles rather than huoisra.

49.Here are the relevant statements. Pearson (tradgtatm Russian): “To distinguish between the feld
of philosophy and science means promoting obsdsrahtTsinger [63, p. 39]: “Mathematical sciences
are very closely related to philosophy”. The spesatf Davidov [64] and Bugaev [62] lack such pro-
nouncements, but, judging by their contexts, tlsegentists would have hardly objected to Pearsopis-
ion.

50.A similar criticism is contained in Nekrasov’s katiof 7 Dec. 1916 to Florensky:

Krylov[...] is elected to full membership at the Academy itesyihis scientific
illiteracism[ ! ]. He translated Newton’s book ignoranfly.] and supplied his biased
translation with notes in the spirit of panplsys, i.e., in the same spirit in which
academician Markov distorted the principleshaf classical work of academician
Buniakovskycf. Note 45]by his pseudo-interpretatiofi..] Those who collated the
authentic Newton'’s text with its translatios@imention many philological mistakes in the
latter which had distorted beyond recognitibe tdeas of the great scholar who believed
in God and His prophets

Three authors (N.N. Luzin, p. 54; T.P. Kraveis, 322 — 323; and T.I. Rainov, p. 343) of thdexéd
articles [65] expressed an opposite opinion. Tweshad not found there any detailed discussionrgfd<’s
work but it is quite possible that Nekrasov hadgepaated. And Krylov [66] expressly stated thahbd not
kept to Newton’s mathematical terminology.

Nekrasov had not explained the tepasphysismphysico-mathematical realismphysico-mathematics
(see the same Letter 12). However, since he coatg@etnphysism not only with Krylov, but also with
Markov, who never studied physical problems, it Imige assumed that he understood that term axthe e
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planation of nature by mathematical means withouting to God. Indeed, in another letter to Flokgnd
Aug. 1916) Nekrasov argued that “the Moscow sclilirelcts the training of teachers in the spirit ahphy-
sism with an anti-Christian tinge ...” One questioggests itself: Was Laplace an panphysist? Apparent
yes.

51.Not the theory of probability but mathematical istéts is (partly) based on induction. See however
Note 4. Umov was a physicist hardly connected withbability.

52. A strict bureaucratic surveillance of schools waplemented in 1866; in 1872 a “Statute concerning
city schools” was adopted so as to weaken theenfie of social institutions on education. A “Statcbn-
cerning primary public schools was then introduiceti874 for guarding the school against “perniciand
ruinous influences” [67, pp. 759 — 760]. These facts do not corroboratkrdsov’s state-
ment which apparently reflected the weakening efitifluence of faith on natural sciences.

53.We think (cf. Note 48) that, according to Nekradowmanism meant Christian or mystic principles.
This corroborates our opinion (81.1) that he keghe Platonic tradition.
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15. The Notion of Randomness from Aristotle to Poicaré
IMI, vol. 1 (36), No. 1, 1995, pp. 85 — 105

Note

Complying with a request made by a French colleagladt him the manuscript of this paper for pabli
tion in a reputed periodical. Then, suddenly, pegred elsewher@athématiques, informatique et sciences
humaineNo. 114, 28année, 1991, pp. 41 — 55). | consider all thia pgacy and am reprinting my manu-
script here. Its Russian version has since appeseedContents.
* * *

1. Introduction

Aristotle and even earlier scientists and philosophers atexfito define, or at least to throw light upon
randomness, and in jurisprudence, about two thaligeaars ago, it was indirectly recognized in ariemtc
Indian book of instructions [1, §108] which detenet the behavior of man both at home and in stfsal

In 82 | sketch the attempts to direct the cphoé randomness into the realm of mathematica&rsm; in
883 — 10 | dwell on various interpretations of ramshess that were being pronounced in natural seseacd
philosophy; my 8§11 is devoted to the interrelati@tween necessity and randomness; and, finalgl |
formulate my conclusions. Sinégistotle, Darwin andMaxwell described (used; indicated) various aspects
of randomness, | repeatedly mention each of thessst gcholars. The history of randomness is eshecia
interesting since the new approach to its undedstgrthat had recently took shape in physics anchangics
has affected the fundamentals of these sciences [2]

| have examined the work of Poincaré, who paicth attention to randomness, elsewhere [3]. Henaly
mention that he directly linked chance to instapitif motion [of the solution of differential equimts] and
introduced the fruitful method of arbitrary funat®[4, pp. 88 — 89]. Then, there is a case foryshgdthe
attitude of ancient scientists preceding Aristtdards randomness. However, my own experiencggs.1
and 2.3] is that this topic is extremely difficalhce their thoughts may be interpreted in differeays.
Finally, | restrict my paper with the fields of rhatmatics and natural sciences.

There is no general literature on my subjese author [6] had discussed randomness from areliffe
point of view, some other [7 — 13] busied themsehwih its particular issues; | mention contribusd7 —
9] in the sequel. | myself touched the same tapimany articles published in thechive for History of
Exact Scienceand my excuse for doing so, and for returnindveodame subject in an ad hoc paper, is that it
is patently impossible to compile a contributiorlsas this one all at once.

2. Mathematics and the Concept of Randomness

Lambert [14, pp. 238 — 239; 15, p. 246; 5, pp. 136 — 1B&He an endeavour to formalize randomness.
His interest in this problem may be explained tgyfict that he was the first follower of Leibnizattempt-
ing to create a doctrine of probability belongingatgeneral science of logic. Lambert’s effortsynided on
an intuitive notion of normal numbers, was aheaiisaime. TrueCournot [16, pp. 57 — 58] an@huprov
[17, p. 188] had noted Lambert’s efforts, but n@decame interested in their accounts.

Poisson[18, pp. 140 — 141] hesitatingly offered a defoitof a random magnitude as a variable that
assumed different values with corresponding prdbigisi His definition (independently re-introducetithe
end of the 18 century [19, §15.4]) went unnoticed. Poisson [L80] also attempted to state the nature of
chance. Randomness, he argued, waenaambl®f causes that produced an event without altetsghe
event’s) chances of happening or failing. His ideams unsuccessful, but at least Poisson thusaimedt
that random events possessing stable probabititiego possible outcomes do occur.

While attempting to construct the theory oflgability anewyon Mises[20a, p. 62] introduced his cele-
brated concept dfollektiv (of an infinite random sequence) and demandedhieadrder in which its ele-
ments followed each other be random (“mit zufatlgar Zuordnung ...”). Later he [20b, 1939, p. 32]
equated chance with “complete ‘lawlessness’ "§6f.and (Ibidem, p. 133) noted its “fundamental @mp
tance” for the theory of probability. For an evaiaa of his efforts see [4]. | only remark heratimathema-
ticians became interested in defining tadlectiveand attempts of such kind are now continued imtbd-
ern theory of algorithms. Three approaches arenmeoagnized [22, pp. 199 — 214]. Tiequencyiewpoint
had originated with Mises (even witlambert) and in 1963olmogorov modified it. It demands that the
various elements of a random sequence and lefgismatesubsequences appear with stable frequencies.
According to the approach founded @mplexity(Kolmogorov 1963), the entropy of the initial pafta
random sequence should be sufficiently large. Thmndea of thejuantitativestandpoint Martin-Lof |
1966) is that a random sequence may only have W samaber of regularities, and, therefore, thathibuld
pass certain tests. It is easy to see that thgseaghes are not independent. In 1963 Kolmogoraitiad-
ally outlined the concept of a finite random seqeemccording to his opinion, a finite sequendfésnore
randomthe more complex is the law that describes itt€récently there appeared another Russian paper
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[23] on the same subject with no reference beiogiged to the previous one. As in the case of[&],
Uspensky was its coauthor, but this time, the sgcon rather, the first coauthor was Kolmogoromself.

3. Randomness Does Not Exist

Such was the standpoint of the most eminent thinkad scholars who believed that semblance of ran-
domness resulted from ignorance of the relevardesauSambursky [9, pp. 40 — 41] describeditter-
ances of ancient Greek authors on that subjectkendall [8, p. 11] studied similar ideas duesto
Augustine, Thomas Aquinas, SpinozandDalembert. In turn, | discuss the thoughts of several sc&nt
without dwelling on the writings dBentley [24, pp. 316 — 318], who somewhat verbosely egpiidNew-
ton’s point of view, orLamarck [25, pp. 74 and 97; 26, p. 329]. Here are theestanhts oKepler [27],
Laplace [28, p. 145] andarwin [29, p. 128], in that order.

1. Chance is an idol, an abuse of God Almighty.

2. Chance is only ignorance of the connectlmta/een phenomena.

3. That chance occasions variations betwedwithdhls is wrong, but this expression “servesdkrmwl-
edge [...] our ignorance” of the relevant causes.

Kepler, however, was unable to deny that tloemicities of the planetary orbits were randoi) (Blew-
ton left two pronouncements [30, Query 31; 31, p.wWhich testify that he attached certain importamce t
chance and to which | return in 887 amd 8:

Blind chance could never make all the planets nomeeand the same way in orbs
concentrick, some inconsiderable irregulariteesepted, which may have risen from the
mutual actions of comets and planets upon or¢heer, and which will be apt to increase,
till this system wants [@ivine] reformation. Such a wonderful uniformity in thenegary
system must be allowed the effect of choicé.sAmmust the uniformity in the bodies of
animals.

Did blind chance know that there was light and wivas its refraction, and fit the eyes of
all the creatures after the most curious martoeanake use of it?

A similar utterance is in [32, p. 544], and anotbee, formulated in about 1715, in [33, yargin

Lamarck [34, p. 450] thought that variations between iitlials came into existence because of random
causes and the Darwinian theory hinged in its etytion the action of these same causes. It isragtge
strange that, in spite of his own statistical erptéon of the second law of thermodynamiBs|tzmann
failed to recognize either the latter fact or tportance of randomness in nature [35, 84.3]. Binateturn
to Laplace in §5.

4. A Possibility

Randomness is a possibility. This definition goaskitoAristotle [36, 1064b — 1065a], who, moreover,
apparently believed that a chance event had adbgicsubjective probability lower than 1 / 2. Samly,
Thomas Aquinas[37, vol. 19, p. 297] supposed that random evemtsceed from their causes in the minor-
ity of cases ...”

The followers of the Indian teaching of Syadaaithat existed as early as in tfedg@ntury B C, studied
the concepts of the possible, the indeterminate M#halanobis [38] maintained that this doctriresvnter-
esting for the history of statistics. He had nontiened randomness, but | believe that the Syadiratia
rectly recognized it as a possibility.

Darwin [39, vol. 1, p. 449], drawing on stochastic cadtidns made at his request tokes decided that
a particular deformity in man was passed from paiechild and did not occur by chance [was notetyer
possible].William Herschel [40, p. 577] andtruve [41, Note 72] left room for randomness of thisckiin
their models of the stellar system they only retd the distances of the stars without indicativegr actual
position.Maxwell [42, p. 274] remarked that neither the fama dimensions of the planetary orbits, nor
the size of the Earth were determined by any lanatfire [that the relevant magnitudes might hawmbe
different]. He had not mentioned randomness andem®rk had to do with yet another interpretatibn o
chance (86).

Hegel[43, p. 383], in addition to understanding randesmas a possibility, formulated the converse
proposition:

Das Zuféllige ist ein Wirkliches, das zugleich als mdglich bestimnjt..] was mdglich
ist, ist selbst ein Zufalliges
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It is easy to illustrate this proposition. Ifandom variableX takes values with probabilitiesp;, i = 1,
2, ..., n, then any possible; is random in a sense that it occurs with probabitit Note that Aristotle had
not connected any definite probabilities with tlesgble values ok, i = 1, 2.

5. Deviation from Laws of Nature

Randomness occurs when the purpose of nature ettadted, when hindering causes corrupt the opera-
tions of nature. This explanation is dueMastotle [44, 199b] who thought that nature’s accidentatakies
brought about the appearance of monsters andihdtith of female animals was the first deparftmen
thetype and, at the same timenatural necessity45, 767b]. His statements were the first to confmeces-
sity and randomness. Indeed, the occurrence of teisnsccompanies the necessary acts of regulls birt
whereas the birth of a female is, according totatie, both necessary and random. From a modent pbi
view the second example is wrong; and it hardlyesponds to his own belief (84) that the probabdita
chance event is lower than 1/ 2. Referring toRh#osopherThomas Aquinas[37, vol. 19, p. 489] pointed
out that the birth of a girl was a random event.

Kepler [46, p. 244; 47, p. 932] suggested that only “ligfaperturbations had forced the planets to devi-
ate from circular motion. True, he also stated thateccentricities regulated the planets’ motidss p.

317], but he was naturally unable to say why treestricity of a given planet had a particular valather
than any other on&ant [49, p. 337] repeated Kepler's pronouncement eretliptic paths of ther plan-
etsLamarck [26, p. 133] maintained that there existed dewsratifrom the divine lay-out of the tree of ani-
mal life and explained them by the action of a usmaccidentelle et par conséquent variable”.

The pronouncements described above pertaindetéominate laws of nature. However, many natural
scientists, while making similar statements, atyuhbught about mean statégdanson[50, p. 48] regarded
intraspecific variations as digressions from thérgi order and believed them necessary “pour lléarei
des choses”. Lamarck [51, p. 76] argued that “plus causes”, some of them “variables, inconstagites
irrégulieres dans leur action”, corrupted [deterxith the [mean] state of the atmosphéfemboldt [52, p.
68] conditioned the study of all natural phenomiepaliscovering the appropriate mean values (mestast
As early as in 1817 he isolated climatology fromeneology [53]. His point of view was not, however,
quite consistent in that he had not linked hisrdgfin of climate [54, p. 404] with mean statest auleast
later scholars improved on him [55, p. 296].

De Moivre [56, p. 253] declared that the value of the patamef the binomial distribution of male and
female births was of divine origin. Quite logicallye regarded as random only the deviations ofitimber
of male (say) births from the corresponding nundetermined by the binomial law. Random, in modern
notation, for De Moivre was naX itself, but rather K - E X). He (Ibidem, p. 251) also argued that

In process of Time, Irregularitigproduced by chancetill bear no proportion to the
recurrency of that Order which naturally resuftom Original Design

And De Moivre [57, p. 329] effectively declared thiae aim of the theory of probability was to idela
chance from divine design [from purpose], and ttarse close to another understanding of randomBgé3s (
Being greatly influenced biewton, to whom he devoted the first edition of his b§sk], De Moivre had
not nevertheless repeated the former’s inferenadb®need for divine reformation (§3).

Similarly, forLaplace the theory of probability belonged to natural scesrather than to mathematics,
and its goal was not to study mathematical objéotsexample, densities), but the discovery ofldves of
nature. He therefore stood in need of analyzingndations, of eliminating randomness from thenseya-
rating chance from law.

6. Lack of Purpose

Randomness is lack of divine law or goal; it oconhen independent chains of events intersect each
other. Again, randomness is lack of purpose, andgps, “uniformity” (§7) as well. It was in thisrse that
chance was understood in ancient India, about vadand years ago, although not in natural sciebcgs
in civil life [1, §108]: If, shortly after givingwidence at a trial, a misfortune befell the witnessis family,
it was believed that God punished him [that thé leail not happened without purpose, i.e., not anch].

6.1. Lack of Law Or Goal

According toAristotle, an unexpected meeting of two people [36, 102ba]discovery of a buried treas-
ure [44, 196b] are chance events. Each of thenddmae been (but was not) aimed at. Junkersfelp.[7,
22], who considered numerous examples contain#teigreat scientist’s work, inferred that he worutd
have thought that coming across a stranger orrfgqndirusty nail were random.

The ancient Indian Yadrichchha or Chance theontained a similar interesting illustration ofid@m-
ness [58, p. 458]:
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The crow had no idea that its perch would causeptiim-branch to break, and the palm-

branch had no idea that it would be brokentxy ¢row’s perch; but it all happened by

pure chance.

These examples show that the interpretatiarthafice as an intersection of chains of events wawik
even in antiquity. In this connecti@ournot [16, p. 56] had quoteBoethiusand Bru [59, p. 306] noticed
that Cioffari [60, pp. 77 — 84] had discussed @roeluced appropriate passages from several arstibat-
ars.Hobbes[61, p. 259] maintained that a traveller “meetthvé shower” by chance since “the journey
caused not the rain, nor the rain the journey”. Mtle same was the opinion of many modern scisriist
p. 133] and of course in any reasoning of this kiminterpretation mentioned above simply suggess.
Darwin [62, p. 395] argued that he had used the wordaghanly in relation to purpose [to lack of purpose]
in the origination of species. He continued: “thedrefuses to look at [the universe] as the outoin
chance, — that is, without design or purpose”.

TheDalembert — Laplaceproblem merits special attention. The w@uanstantinoplds composed of
separate letters; is it possible that the choickaarangement of the letters were random? Daleni®@rpp.
245 — 255], who questioned the fundamentals oftthery of probability, maintained that all arrangants
of the letters were equally probable only from thethematical point of view but not in reality. Lapé [28,
p. 152; 54, p. XV] came to a different conclusi@mce the word had a certain meaning [answeredtipa
lar purpose], the composition was not likely atalhave been accidental [aimless].

This reasoning helps to understand properlyraber of earlier pronouncemern#sgistotle [65, p. 289b]
believed that it was impossible for the stars tovenmdependently one from another [to move at rarjdo
and yet to remain fixed, — they possessed comnaiom A similar idea can be traced in the thedry o
errors. A large deviation of an observation from #ppropriate arithmetic mean had rather beenrassip
a special reason (though not to a goal, or a latvtda blunder) than attributed to an unlikely @omation of
admissible and mutually independent [accidentatjrer Note, however, that observational errors ligard
belong to natural sciences.

Kepler [66, p. 337] thought that a possible (a chance & appearance of a new star in a definite place
and on a particular date was so unlikely that i ttabe occasioned on purpose. By implication, dleted
that each place (and date) was equally probablgs, TKepler understood randomness not only as lack o
purpose, but as something [aimlessly] possible, &4d, at the same time, as uniform (87).

6.2. Intersection of Chains of Events

Randomness is an intersection of such chains.ifit@gpretation is due tha Placette[67, last page of
Preface] who devoted his book to proving that gaofehance were not contrary to Christian ethias. H
contended that “ le Hasard renferme [...] un concdersleux, ou de plusieurs événements contingents”.
Each event had its own cause, the author contirugdye did not know why they coincided. La Plagdiad
not explained randomness; his definition amounteshying that the cause of any chance event was un-
known (cf. §3).

Cournot [59, 840; 16, p. 52] took up La Placette’s idea andne instance [16, p. 57] referred to him.
Cournot [59] initially mentioned chains of deteriaie events thus improving on his predecessor:

Les événements amenés par la combinaison ou laméecde phénomenes qui
appartiennent a des séries indépendantes, kianase de la causalité, sont ce qu’on
nomme des événements fortuits

In his later work Cournot [16] regrettably omittda phrase “dans 'ordre de la causalité”. He 41 —
48] apparently thought of using his definition ahdomness to present the theory of probability sGence
of chance events. He could not have succeeded;wdsateally needed was a systematic use of thensoti
of random variable (cf. §2) and of its expectatowl variance.

7. Uniformity
Randomness is something uniformly possibleaiit occur in one out of several equally possiblgswa

7.1. Uniform Randomness

In 86.1 | stated thaepler had equated chance withiform randomnesd his attitude was characteristic
of natural scientists for about two centuri@ghuthnot [68], in attempting to explain the prevalence of®
among the newly-born, contrasted uniform randomaessdesign without thinking of other possible lafis
randomness. The same kind of comparison is imjtidath ofNewton’s pronouncements (83).

Jakob andNiklaus Bernoulli andDe Moivre introduced the binomial distribution into the theof prob-
ability; in spite of that, the former understandofgandomness persistdgoyle [69, p. 43], indicating that a
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chance composition of a long sensible text was &giixde, declared that the world could not have loeen
ated randomly. The first part of his statemeniss @ontained in theogique de Port-Roydlr0, Chapt. 16].
Kant [49, p. 230] and/oltaire [71, p. 316] maintained that a uniformly randorigor of organic life was
even less possible than a similar origin of theesysof the worldDaniel Bernoulli [72] andLaplace [73],
likely following Newton, calculated the probability that the regularitixserved in the Solar system were
due to randomness but they only contrasted blimchod and a determinate cause.

Maupertuis [74, pp. 120 — 121] indicated that the seminalitid'de chaque individu” most often con-
tained parties similar to those of its parentsalée mentioned rare cases when a child resembledfdns
remote ancestors (p. 109) as well as mutatiorstéa term) (p- 121). It could beubbt that Mau-
pertuis recognized randomness with a multinomistiritiution, but he was not consistent. While disoug
the origin of eyes and ears in animals, he [7848] restricted his attention to comparing “unaattion
uniforme & aveugle” and “quelque principe d’intgkince” (and came out in favor of design).

In the 18' century, many scientists, imagining that randoramess only uniform, refused to recognize the
evolution of species. While illustrating that idéath the astronomdohn Herschel[76, p. 63] and the
biologistBaer [77, p. 6] mentioned the philosopher depictecheGulliver's Travelgbut borrowed by
Swift from Raymond Lully, 18 — 14" centuries]. Hoping to get to know all the truttigt good-for-nothing
inventor was putting on record each sensible cbohimords that happened to appear among their umifor
random arrangements.

Also in the 19 century,Boole[78, p. 256] argued that the distribution of staes random, if, owing to
the ignorance of the relevant law, “it would appaus as likely that a star should occupy one eptite
sky as another” (cf. 83). And he continued: “Let@sn any other principle of distribution an indiva
one”. Even in 190/ewcomb([79, p. 13] called the uniform distribution of &purely accidental”. Recall-
ing the definition of a finite random sequence asimed by Kolmogorov (82), and bearing in mindtttize
number of stars of the first few magnitudes istéinl note, however, that Boole’'s and Newcomb’sliefces
were quite modern.

The following examples that have to do withtérpopulations of stars or atoms are similar. Nihedess,
in these instances natural scientists reasonalibved that uniform randomness represented a titatisaw
of nature. Thusi-orbes[80, p. 49] contended that

An equable spacing of stafrs.] [was] far more inconsistent with a total absence of Law
or Principle, than the existence[oégions of condensation and paucibylstars

He [80, 1850, p. 420] also asked which distribwtiomght be called random [as not representing awy ¢f.
86.1].
In 1906Kapteyn [81, p. 400] declared that

The peculiar motions of the stars are directedaaitdom, that is, they show no preference
for any particular direction

Struve [82, pp. 132 — 133] pronounced a similar weakateshent even in 184Boltzmann [83, p. 237; 84,
p. 321] held that gas molecules move with equababdity in whichever direction, but did not memiio
randomness.

Sometimes chance might have been connectedheitstate of chaos, i.e., with the absence olamyof
distribution. Since this possibility was hardlydissed before the Y@entury, | believe that either no-one
considered it, or, in any case, that it graduatlyegway, perhaps unjustly, to uniform randomnesghdse
times, apparently onlipe Moivre [56, pp. 251 — 252] mentidromaos, but even he dismissed
it out of hand. “Absurdity follows”, he declaredhile considering one or another value of the patane
the binomial distribution, if a certain event hapeé not

According to any law but in a manner altogettlesultory and uncertain; for then the
Events would converge to no fixt Ratio at all.

And, when introducing his definition of probabili&s the limit of statistical frequencyon Mises[19, p. 60]
effectively excluded chaos.

Against the background of the abovementionedrgtes, it is interesting to name two philosopludithe
18" century who expressly indicated that non-unifoamdomness was indeed possiblame [85, vol. 1, p.
425], while discussing chance events, illustrateddeas by considering an imaginary die havingiffsides
marked with a certain number of spots, and onlywitb another”. He had not however referred to kay
of nature. D’Holbach [86, pt. 2, pp. 138 — 139] maintained that theleculef various bodies greatly dif-
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fered one from another and combined with each dthdiverse ways. He compared them with “dice pgpée
[...] d'une infinite de facons différentes” [with egular dice].

7.2. Specifying Particular Problems

During the 18 century, it gradually became clear that the conoépniform randomness in general was
not sufficiently intelligible. The problem of deteiming the distance between two random poiAtsa(d B)
on a sphere is highly relevant sirlcaplace [87, p. 261] ancCournot [59, §148] understood it in different
senses. Laplace believed tHatwas, with equal probability, any point of the gremtle AB whereas Cour-
not's solution implied that equally probable wellepassible situations oB on the sphere. Similarly,
Daniel Bernoulli had calculated the probability that the planethefplanetary orbits were close to each
other due to uniform randomness (cf. 86.1), buthmoder [88, §396] remarked that it would have beene
natural to consider uniform randomness with respettie closeness of the poles of the orbits.

Darwin [89, pp. 52 — 55] attempted to ascertain whethethevorms carrying small objects into their
burrows seize “indifferently by chance” any partleéir find. He considered four versions of suaid@m-
ness with regard to the manner of capturing pajmrgles strewn about on the ground. After caldogathe
appropriate frequencies, Darwin decided that themgacarried the triangles non-randomly, i.e., teegain
extent sensibly. Considering non-randomness om sviplareason, he therefore recognized chancecksofa
purpose; in 86.1 | have mentioned him exactly ia tonnection.

Bertrand [90, pp. 6 — 7] took up the problem of calculatthg distance betweeandompoints on a
sphere. Without mentioning Laplace or Cournot,dpenated their solutions and concluded that botle wer
correct. In addition, Bertrand maintained that ooty small distances but other geometric featusesell
might be used to characterize an unlikely scatt¢éhestars over the sky. He hardly knew about D@swv
experiment, but he provided a few more exampldsidiieg his celebrated problem on the probabilityhef
length of arandomchord of a given circle. He thus proved that umfeandomness was not definite enough
and justly insisted that in particular instancest toncept be specified.

8. Instability of Motion

Randomness is instability of motion, or of init@@nditions; it involves slight causes leading tosider-
able consequenceSalen[91, p. 202], without mentioning randomness, assithat “in old men even the
slightest causes produce the greatest change” réiogpto Newton (83), the accumulation of irregularities
in the planetary system may be interpreted as tionaaf slight causes giving rise to consideratifects
(true, only gradually). Many examples from §6.1 baralso considered in this connection.

Maxwell [92, p. 366] prophetically argued that physicisit study “irregularities and instabilities” and
thus move away from mere determinacy. lllustratirgidea, he mentioned unstable refraction of veiisin
biaxial crystals (p. 364). Maxwell thus connectaddomness with instability but had not said soafliyeHe
expressed similar thoughts elsewhere [93, pp. 2886}

There is a very general and very important probierDynamicyg..] It is this:
“Having found a particular solution of the edians of motion of any material
system, to determine whether a slight distuceast the motion indicated by the
solution would cause a small periodic variation a total derangement of the
motion...”

Von Kries [94, p. 58], while discussing the game of rouleti@ed that

Eine kleine Variirung der Bewegung hinreichemah an Stelle des Erfolges
Schwarz der Erfolg Weiss herbeizuflhren

His remark was not, however, convincing: the sligantiation of the motion could have resulted, fastl
foremost, in changing the number of revolutionsétied by the ball.

Pirogov [95, p. 518] called an event random if its depereeon the relevant causes was complicated and
“mit Hilfe von nur analytischen Functionen gar niahsgedriickt werden kann”. His utterance may loe co
sidered as another hint at the connection betwkanoe and instability. As to complicated causes 88

As stated in 81, | am not discussing the wdrRaincaré, but at least | emphasize that he wain$t to
say expressly that randomness is instability ofiomot

9. Complicated Causes

Randomness occurs when complicated causes areéuvdh a heuristic sengeibniz [96, p. 288] an-
ticipated this explanation by declaring that thefétlige Dingen” were those “deren vollkommener Béw
jeden endlichen Verstand Uberschreitet”. While faliating his celebrated law of the velocities of gasle-
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cules,Maxwell [97] reasonably supposed that the distributiorghbsets in “after a great number of colli-
sions among a great number of equal particlesh&tenot mentioned randomness. Elsewhere he [98, p.
436] remarked that the motion of heat was “perfeictegular” and that the velocity of a given malée
could not be predicted. Once more, he did not mantindomness, and he said noting about complicated
causes. | have adduced his second pronouncemeatisBupplements his previous idea. Note thatche a
ally rejected Laplace’s famous declaration [64V).on the possibility of calculating the futureasts of the
universe.

10. Slight Causes Leading to Small Effects

Randomness occurs when slight causes lead to effegdts. Laplace [99, p. 504] qualitatively expkin
the existence of trifling irregularities in the sy of the world by the action of countless [smdifferences
between temperatures and between densities inv@esd parts of the planets. He had not mentioagd r
domnessKepler andKant (85) referred in similar cases to deviation froomgmse.

11. Necessity and Randomness

In discovering laws and regularities of nature amstudying its mean states, scientists determineses-
sity. Besides that, they often revealed, or eveangited to isolate, the unavoidable accompanyirmmein-
ena of the second order, i.e. randomness. Andstexactly in this manner that many natural scientimag-
ined the relation between necessity and chancealRechis connectioiristotle’s opinion (85) on the
appearance of monstek&epler’s reasoning on the eccentricities of the planetabjt®(85),Newton’s
thoughts (83, also see below) on the planetargrsydtamarck’s utterance (85) on the tree of animal life,
De Moivre’s reasoning (85) on the sex ratio at birth as wetha isolation of climatology from meteorology
achieved byHumboldt (85) andWilliam Herschel's andStruve’s models of the stellar system (84).

Lamarck’s pronouncement [26, p. 169] meritcgdeattention. He apparently believed that netgssid
chance were the two mamoyensf nature. Without proving anything or providingyagxample, he de-
clared that these “moyens puissans et générauxé umrersal attraction and a repulsive molecutéioa
“qui [...] varie sans cesse ..." He also argued that th

Equilibre entre ces deux forces oppogéefknaissent ..] les causes de tous les faits
gue nous observons, et particulierement de geugoncernent I'existence des corps
vivans.

Lamarck likely supposed that the molecular acti@s wvandom since elsewhere (see 85) he maintaiagd th
by definition accidental causes were variable.

Without dwelling on the statistics of marriagesicides, crime, etc that reveals laws in appbrémree
(random] behavior of man, | note thé&ant [100, p. 508] compared the chance birth of a mah thie stabil-
ity of the birth-rate:

Der Zufall im Einzelnen nichts desto wenigaeeiRegel im Ganzen unterworfen ist ...

Only Hegel after offering his definition of randomness (8¢ymulated a proposition on the unity [on the
interdependence] between necessity and chancetl¥#zs unity, he [43, p. 389] declaréidt die
absolute Wirklichkeit zu nennenEngels[101, p. 213] approvingly called this thesis Uftemheard of and
urged scientists to study both necessity and chdinemasPoincaré[102, p. 1], however, who provided the
most important statement:

Dans chaque domaine, les lois précises ne diitipas de tout, elles tracaient seulement
les limites entre lesquelles il était permishesard de se mouvoir. Dans cette conception,
le mot hasard avait un sens présis, objectif

A few words about the theory of probability. At teied of 85 | mentioneBe Moivre andLaplacein con-
nection with the aim of that scientific discipliriEhey entrusted the theory with delimiting randosm&fom
necessity. In our days, the same goal is beingeaetiby mathematical statistics created since fearson
[103] remarked that the development of the thedyrobability was much indebted dewton; | shall show
that he thought about the great scientist’s idethemelation between necessity and chance. Herhisir
words:

Newton'’s idea of an omnipresent activatingyjeitho maintains mean statistical values, formedftiun-

dation of statistical development through Derhafisstnilch, Niewentyt, Price to Quetelet and Florence
Nightingale.[...] A. De Moivre expanded the Newtonian theology arettkd statistics into the new channel
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down which it flowed for nearly a century. The eausrhich led De Moivre to his Approximafi$] [where

the normal approximation to the binomial distriloatiwas first discoveredjr Bayes to his theorem were
more theological and sociological than purely matiagical, and until one recognizes that the post-
Newtonian English mathematicians were more infleerntzy Newton’s theology than by his mathematies, th
history of science in the &entury, — in particular that of the scientistsawlvere members of the Royal
Society — must remain obscure.

Since Newton never mentioned the maintaining ofrmedues, | believe that Pearson actually thougbtia
divine reformation, necessary, according to New&38), for neutralizing the propagation of chanceap-
tions in the Solar system, for preserving the m&tates. Thus, Pearson suggested that Newton’sotfieol
cally formulated idea concerning the relation betweecessity and chance had served as a badiefor t
development of the theory of probability. Pears@@geral statement about the science in tHecedtury
may be specified. First, he apparently bore in nhiaplace (end of 85 and above); second, restricting my
attention to the theory of probability, | note tiRearson [104, §810.1 — 10.2] put forward plausanépi-
ments in favor of the thesis on Newton’s influenceBayes(andPrice, who communicated and inserted
comments in the Bayes memoir).

12. Conclusions

The denial of randomness (83) was only formal amdatays seems to be deservedly forgotten. Possibil-
ity (84) found its way into laws and empirical réayities, but it wadHegelwho declared that randomness
was a possibility, and, moreover, that the possilde random. Chance as deviation from laws of Ba&5)
is recognized as a perturbation (a noise) and alagarentists admitted that it indeed was corruptire laws.
As far as the deviations obey the preconditionhefcentral limit theorem, this randomness is ndriRan-
domness as lack of law or purpose (86) may beprggzd as an intersection of independent chaiesearfts.
The definitions of 884 and 6, while reflecting @ifént heuristic features of randomness, essentialhcide.
Randomness is a random variable having a unifostnildiition (87), i.e., it is a special case of plessible
(84). Therefore, thisniformrandomness characterizes lack of determinate Igyigrose (86); at the same
time, in some instances it signifies the existevfca special statistical law of nature.

Randomness is occasioned by instability (88)@ncomplicated causes (§9). It can also occtinércon-
text of slight causes leading to slight effectsQ)§ T his case partly includes deviations from ted of na-
ture (85), as in meteorology and astronomy. Thet j@ction of a large number of such causes canttead
random variables with a normal distribution (above)

It is scarcely possible to comprehend randosmgthout studying its interconnection with necssi
Hegel stated that these concepts were united. Haweven after Hegel scientists had been recognizin
randomness only as a phenomenon of the secondardempanying the main event, necessity (811).Unti
the mid-19' century necessity (divine design) had been caelasnly with blind chance (uniform random-
ness, 87).

The explanations and definitions of chance (884) are heuristically connected with the modeter-
pretations of randomness (82). Thus, 89 is cldgahed with the complexity approach and to a leskree
a similar link seems also to apply to §8; §7 iltats a particular instance of the frequentist aagn and the
rest of these sections at least do not contragkctitiantitative approach. Finally, | note that §&8land 10
are linked with 8§11.
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17. Correspondence between P.A. Nekrasov and A.lhGprov
IMI, vol. 1 (36), No. 1, 1995, pp. 157 — 167

1. Introduction

| have written about Pavel Alekseevich Nekrasowb@l8 1924) [1, 81.5; 2; 3, §1]. Now, | mention athe
sources [4; 5; 6] throwing light on his biograpfiyie author of [6] explains Nekrasov's Weltanschayand
his later work by his aspiration for permeatingiablife by arithmology (in its wider sense). Battas it
may, | keep to my previous opinion [3, §1.3], aimdparticular, | am still believing that, from alidl800,
Nekrasov’'s mathematical writings became unimaginabtbose, intrinsically connected with ethicsigieln
and politics, and therefore obscure. In additibe,termarithmology even in its narrow sense, is no longer
in use, and Polovinkin [6] should have explainesireiasoning as well as the title of his articlee Rete 6 to
Correspondence of Nekrasov and Andreev (transiatts collection).

Here, | only repeat that in 1893 Nekrasov bex&wactor of Moscow University; in 1898, wardenlod t
Moscow educational region; and, in 1905, a prontidficial at the Ministry of Public Education. Ate
sandr lvanovich Chuprov (1842 — 1908), Correspandlember of the Imperial (Petersburg) Academy of
Sciences, was a statistician, the father of zenstiiistics, an economist and writer on currenic®fy; 8].
For a long time, until the autumn of 1899, he tdwgtthe Law faculty in Moscow. More widely knowshis
son Aleksandr.

Two letters from Nekrasov to Chuprov (1898 4889) are kept at the Central State Historical Aeh
(Fond 2244, inventory 1, No. 2124). The first iwaked to the teaching of the theory of probabityhe
Law faculty of Moscow University (see §2) wherelas second one characterizes the general situdtibe a
University and | think that it should be also adeldicHere it is.

Nekrasov — Chuprov,17 Febr. 1899

Dear Sir, Aleksandr Ivanovich, — Today, yowtlege, as | heard, had not taken place because gfres-
sure of a group of students who want to impedethese of studies. Since there exists another gobup
students seeking after the contrary, | am mosbzssl [!] asking you not to give in dugiyour
forthcoming lecture tomorrow, and, if possiblectory it out. In this way you will undoubtedly coibute to
putting an end to the students’ unrest. [*...]

2. The Letter of 1898

Nekrasov is known to have been advocating the smmfuof the theory of probability into the schoalc
riculum. It occured that he also thought of teagttins discipline to student-lawyers. His appeaCtaprov,
who was extremely influential in his field, was tligrofficial: the latter was not the Dean of thenL&aculty.

At the turn of the 1®century, the possibility of using probability itasistics was already proved, — in
England, for biological research, and, on the Gumamtt, for the theory of stability of statisticatiss (Lexis,
Bortkiewicz). Furthermore, already Quetelet appkésiments of probability for studying moral statist(the
statistics of marriages, suicides and crime), wisiwhld have undoubtedly been useful for lawyersexibe-
less, Nekrasov’s program (below) hardly mentiorted branch of statistics.

In 1896 Nekrasov accepted the “candidate coitipp’s[9] written by Chuprov’s son, then graduaiin
from the Physical and Mathematical faculty of thavérsity. There, the future scientist attemptedyar-
ticular, to study the interrelations of the statet method with philosophy and logic, and Nekrasould
have well included the last-mentioned item in §higfprogram, “The statistical method as one ofitiath-
ods of cognition”. Finally, 88 of Nekrasov's progrdestifies to his interest in the applicationto theory
of probability to economics. Later he paid mucletion to that issue [10; 11, 1912, Chapt. 5 oRptand,
during 1918 — 1919, he read a special co@nsehe branches of mathematics necessary for thieogaic
scienceg12, p. 423] at Moscow University (for a singlsténer, A.A. Konius§.Here, now, is Nekrasov's
letter.

Nekrasov — Chuprov,27 Jan. 1898

Highly respected Aleksandr Ivanovich, — | amdiag you a copy of my memorandum about whichd tol
you during our rendezvous and which |, as a petsaching the theory of probability, intend to subtoithe
Law faculty® Other mathematicians will also probably  sigiThe extent of teaching is determined by the
appended program; for the time being | am raidigissue only in its essence. | am convinced tipabper
and skillful teaching of probability will heighteghe lawyers’ level of education and | hope that yoll
regard this matter with due sympathy and exert ygilwence at the Faculty in order to establisls tkiach-
ing under the most favorable conditions that apeeislly necessary for an absolutely new undertaKin..]
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[Supplement 1.] A Rough Program for Teaching Proballity Theory with Applications to Phenomena
of Public Life to Students of the Law Faculty

1.Random phenomena and their probabilitEzamples of direct calculations of probabilities.eT
case of an infinite number of chances. Moral a8t

2. The main theorem3.he addition theorem. Contrary events. A grouplbpossible incompatible
events. A compound event and the notion of conditionabgataility. The multiplication theorem. Inde-
pendent events and the multiplication theoremHent. Hypotheses. The theorem on total probabilities

3. Probabilities of compound events in numerous trigle case of constant probability in all trials.
The case in which the probabilities of the evehinge from one trial to another.

4. The law of large numberan elementary derivation of the theory of Jakobri®edli and Poisson.
Definition of the expectation of a random variablEhe Chebyshev form of the law of large numbers Th
Poisson and the Bernoulli theorems as particulsesaf the Chebyshev proposition. The boundaries of
the action of the law of large numbers. Examplewidied by Ettingen and Bertrand.

5. On probabilities a posteriori.The Baye [ ! ] theorem and its corollaries. Exa@splThe subjective
aspect of the notion of probability. The changéhefposterior probability depending on the accutia
of data. The application of the Baye theorem todievation of the main theorem on testimorfies.

6. An elementary theory of the method of least squales principle of the arithmetic medmhe
measure of precision. Combination of observatiangriy different measures of precision. The weiglits
the results. The method of least squares in cdsasecand many unknowns.

7. Application of probability to statisticStatistical data and the statistical method. &k&lifiThe need
for a special critical appraisal of statisticalaldhenomena in public life and the will as onéf
causes?® Moral statistics. A classification of mass obséin@s and phenomena. Regularities in phenom-
ena of public life. An empirical determination abpabilities as one of the problems of statistics.
Application to determining the probabilities of dtion of life. The statistical method as one of the
methods of cognition.

8. The influence of chances on estimating monetargiakings.The importance of the law of large
numbers in the Bernoulli and Chebyshev forms faeiaeining the value of sums and undertakings ex-
posed to randomness. On fair money games. On imseiaf property and life. On buying annuities.

9.Application of the theory of probability to legalqezeedingsA caution regarding the conditions for
the application of probability theory to verdictsdetestimonies: The difficulties in accomplishing these
conditions in full. The change of the probabilitafgphenomena after new testimonies and verdicts be
come known. Criminal statistic$.

[Supplement 2.] To the Law Faculty

During the lasr half-century, the theory of proigptogether with its applications made more tlaan
small progress for which it is considerably indebte Russian scientists, suffice it to mention Buni
akovsky, Davidov and especially Chebysh&Vhe advances in probability were not however oedld
upon the level of educating the students of the famulty since the teaching of that discipline @¢ as-
signed a proper placé.

It could hardly be doubted that the subjectteraif a science cannot be isolated from its magthads
without causing damage to the teaching. Such aaratai dissociation always led to stagnation hinugri
the correct interpretation of the appropriate plmegoa, and moreover, precluding the expedient use of
methodology. Regrettably, such a dissociation, fidrfar the success of education, exists between th
sciences of jurisprudence, which are in chargd@fihenomena in social and political life, andttieory
of probability, which provides mathematical methdaistheir systematic investigation.

Professor [Yu.E.] Yanson, in His (Theory of Statistics). Psb, 1891, p. 490, charac-
terized the abnormality of the situation in thddwling words:

Regrettably, statisticians are not sufficiently aaimpted with the theory of probability
whereas the mathematicians, who applied mattieat@alculations to analyzing
numerical data on social phenomena, considénech as abstract magnitudes, did not
take into account the special properties othphenomena and arrived therefore at
conclusions bordering on nonserse

The need to get rid of this dissociation by prop&zbhching the theory of probability and its apglions

to phenomena in social life can be justified by ynamnsiderations. Thus, the doctrine of probabditi
provides a precise formulation and a complete pmégation of the so-called law of large numbess, of
mass phenomena to which social and state phenoatemaelong. At the same time, this science offers
methods for discovering the most cautious assumgtitout future random phenomena, for example
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those concerning economic and financial life. bagste application of probability theory to testinies
and verdicts cannot remain uninteresting for arcathd lawyer.

Since social phenomena cannot at present lestigated without any knowledge of the theorycds-
clusions are even now being partly reported at twe faculty. Regrettably, the information providisd
scanty, extremely fragmentary and not always peeéigrthermore, it is offered on trust, without -
stantiation which is necessary not only for cogeibey also for ensuring a distinct understandinghef
boundaries for applying the reported methods. So asstify such an abnormal situation, it was oeeesl
that the mathematical analysis of probabilities deded the use of higher mathematics, the acquamtan
with which could not have been expected from sttiimyers. At present, however, this consideration
had lost its meaning owing to the works of Chebysirad the attempts of later Russian mathematicfans.
Chebyshev’s outstanding merit consists not onthat he provided a more general expression ofative |
of large numbers, but also in that he extraordipaimplified the proof of this most important piagition
of the theory.” Nowadays, all the essential parts of this doctsine its applications can be taught in an
elementary way when issuing from the mathematinalkedge determined by the gymnasium program.
This discipline can thus be made intelligible tadgtnt-lawyers. It is self-evident that the lectureprob-
ability adapted for them must differ from thosed¢a future mathematicians, but they can retaicipee
scientific character and be rich in their content.

The reader in probability must naturally takeecthat its teaching be of an adequate scieteifiel and
sufficiently disseminated in the University. Thisnsideration prompts me to raise before the Fathéty
issue in principle about the teaching of the thedrgrobability with its applications to studentugers.
This problem interested me for a long time; at enésl have compiled quite a definite plan forsitdu-
tion and presented it in the subjoined rough pnogttzat can be made use of for teaching the thefory o
probability with its applications to student-lawgefwo hours a week lasting for an academic yeaildvo
be quite sufficient for a conscientious masterihths course. When studying the theory accordinthis
program, student-lawyers will encounter difficudtiehese, however, will be caused not by the coxityle
of mathematical analysis, that will not go beyohe ¢fymnasium curriculum, but by the intricacy o th
ideas and notions that form the subject-mattehefscience of random phenoméhile who success-
fully overcomes these difficulties will more distiy understand the laws of social phenomena. iBing
the issue of teaching the theory of probabilityhat Law faculty, | consider it necessary to sthtd fa-
vorable conditions ensuring adequate success éprbfor this. If this issue will be satisfactgril
solved, the teaching will not present any diffiestfor the personnel at the disposal of the Usitgt®

Notes

1.Next year, 9 February 1900, Nekrasov will write~t&. Kosh (1843 — 1915), a philologist and orien-
talist: “Up to now, there is absolute order at MmgdJniversity, but the nearest future is full ofcen-
tainty”(Archive, Russian Acad. Sci., Fond 558, int@y 4, No. 235). Also see the appropriate passage
[2, 81].

2 In November 1989 Konius told me that Nekrasoetdures had included an examination of the work
of Walras, the founder of the mathematical scho@donomics. Judging by its title, Nekrasov’s ceurs
had much in common with his report [13].

3 | emphasize that Nekrasov, still the Rector efltmiversity [14], did not pull rank.

4. The titles of several sections of this progratimcided with those of the appropriate chapters ek-N
rasov’s treatise [11, 1896 and/or 1912].

5 The term “a group of ... events/phenomena” occlss ima Nekrasov's treatise [11, 1896, p. 13;
1912, p. 221] without any special emphasigooup.

6. Nekrasov was one of the first to apply this témRussianfandom magnitudgl, p. 350, Note
17]). However, the absence of the notion of derigifylies that he restricted his attention hereisorete
variables. Incidentally, he was thus unable to inarthe normal distribution which considerably wors
ened his program.

7.1 am unaware of the former and | doubt that eithas essential.

8.This term is not in common use. Later Nekrasoy fiL3.4] called the formula of the type

P = pA/(pA + gB)

“the main equation of the probabilities of testinesi; p and A were the probabilities of the truthful-
ness of the witness of the event in question anefubsequent narrator, gq=1 —p andB =1
— A. Already Condorcet [16, p. 400] introduced thimfala.

9. Otherwise: the Gauss postulate (1809) accordinghioh the arithmetic mean of observations coin-
cided with the mode of the unimodal curve of disition of their errors.
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10.1t seems that Nekrasov had grossly exaggerateidnh@rtance of (free) will. The regularities in

public life, which he obviously had in mind, wergused not by the action of will, but by the speaifa-

ture of mass phenomena. My statement excludesgubli
outbursts, or social will. Nekrasov largely dewbtes writing [17] to free will.

11.Nekrasov apparently thought about the (non-exisiadependence of the judgements passed by the
jurors.

12.Vlasov [18], see Note 15 below, had not discuskedstibject-matter of Nekrasov’s 886, 8, or 9, laut h
included elements of the theory of stability otistécal series lacking in 8§7.

13. Nekrasov obviously overestimated the influencenheftivo first named mathematicians.

14.Here and below Nekrasov directly or implicitly g/dtthat some elements of probability were neverthe-
less reported at the faculty. According to offidalcuments, the theory of probability was not taugare in
1902 — 1903 or 1912 — 1916 [19], and only in 19PB8 A.K. Vlasov delivered a course of lecturethiat
theory [18]. At that time, and also in 1912 — 194t@tistics was also taught at the Law facultyavénno
information relating to 1899 — 1907 or 1908 — 19 ate that in 1908 Vlasov edited a Russian traiusiaif
Laplace’sEssai philosophiquand that in 1911, after about twenty years thezéhdd to leave the University
[20] because of the worsening of its social andtipal atmosphere [21, pp. 375 — 377].

15.Quetelet [22, p. 633] pronounced a similar statapiart he only mentioned “des prétendus savants”.
Is it true, however, that mathematicians rathen tihe statisticians themselves arrived at non-sahse-
sults? Buniakovsky [23, p. 154], who was both ahmatatician and a statistician, remarked, althoughm
a statistical context, that

Anyone who does not examine the meaning ofuimders with which he performs
particular calculations, is not a mathematician

16. Along with Nekrasov’s example below, it can be cated that Chebyshev, in his Master dissertation
[24], had indeed explicated the theory of probabby elementary means but his description was pong.
Vlasov (Note 15) also managed without higher matités in his textbook.

17.1n describing Chebyshev’'s merits Nekrasov posdilidynot want to go beyond the boundaries of his
program. Nevertheless, Nekrasov denied the impeetafithe Chebyshev’s proof of the CLT, see Not¢o26
Correspondence of Nekrasov and Andreev (translattds collection).

18. At the time, this definition of probability theorglthough formulated indirectly, was indeed fortigna

19.1 do not know whom Nekrasov had borne in mind. Hedelf left the University two months after-
wards [14]. Moreover, during 1902 — 1904, 1912 £3,9914 — 1915 and 1916 — 1917 motwd
been teaching the theory of probability even atRhgsical and Mathematical faculty [25]! | haveinfor-
mation about 1904 — 1912, but during 1913 — 19141815 — 1916 the theory was indeed taught there by
L.K. Lakhtin (Ibidem). Incidentally, all this tefigs against the Nekrasov — Florov proposal thabability
theory be introduced into the school curriculum][ZHme participants of the then ensuing debaidéih,

No. 3) had indeed expressed doubts about the hilylaf qualified school teachers.
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18. Markov and Life insurance
IMI, vol. 2 (37), 1997, pp. 22 — 33

1. Introduction
In 1906 Markov published two polemic articles @e#) on insurance of children in the newspapler
(Nasha zhisn, Our Life). Later he (84) referredhtem without mentioning his authorship; no wonder

that they were not included in the Bibliographyhaf works [1]. Neither did Grodzensky [2] cite thain
though it was he from whom | first came to know aibibeir existence. | comment on these article8dimnd
reprint them in 85, and in 83 | describe Markowsiaties in insurance. My 82 discusses the histafrin-
surance and its material is largely known. Thedralv, among other sources, on my previous pager [3
Kohli & van der Waerden [4] and Hald [5] devotedahuattention to this subject.

| define life insurance as any agreement engysayments of definite sums either to the hea{dhe
insured should he/she die within a stipulated pkobtime (a lump sum) , or to the insured himéedfular
sums, and, especially, an annuity). According talenn ideas, but not in line with the practice dfurance
during the 1% and 18' centuries, the price of such agreements must teerdimed by means of mortality
tables depending on the age and the sex of thecithsiMly definition does not cover all the existiiogms of
life insurance (84), but it is sufficient for a geal understanding of the matter. | also notehabus kinds
of mutual insurance of several persons have alen tédely used. Thus, upon paying a necessary aum,
married couple could have enjoyed a fixed annuityl one of them dies, with the surviving spouseataau-
ing to draw it to the end of his/her life.

In England, societies offering mutual insurahed already been in existence in th& t@ntury. At the
turn of the next century that country had sevdralisand of them. Their members drew insurancesescaf
illnesses or death of their wives, and wives rezgiv upon the death of their husbands. It seeirthb
most such societies existed on voluntary duesthattin any case there had been no connection batthe
premiums and the ages of their members.

An operation connected with risk is called fathe expected winning () is zero (E= 0). For
an insured, insurance is never fair: since inswaocieties cannot exist without profit, his/hepentation is
always negative. Nevertheless, insurance mightbardgageous for the insured, if, for example, aisify
will get a lot of money should he die prematurdind, indeed, such scientists as Laplace [7, p. 4&déntly
approved of the institution of life insurance. B98, more thanmln people were insured the world over,
about 0.inIn of them in Russia [8, p. 747] which goes to shbevdcale of the activities of the main insur-
ance enterprises roughly at the time that diremlycerns us.

2. From the History of Life Insurance

Population statistics had been the most importearidh of political arithmetic that emerged in thiglm
17" century and at least until the beginning of th8 ¢éntury the former remained significant mainly be-
cause of the developing insurance business den@ngliable data on mortality and studies of itsdaw
These statistical data, insofar as they were baifigcted by insurance societies, had been kepétsdmit
the theoretical principles were not concealed. Ttevelopment both directly and implicitly heighéehthe
interest in probability and to some extent fostéteeddvancement.

In 1669, in a letter to his brother Lodewijkvdéed to various problems in mortality and publilve 1895
[9], Christiaan Huygens calculated the expectatfitbe order statistics for an empirical distribat intro-
duced the concepts of mean and probable duratidife and constructed and made methodologicalaise
graph of a continuous function y = 1-F(x) whereF (x) in my notation was an integral
distribution function of mortality. It was in thirrespondence that the theory of probability wesyond
the province of games of chance (as it also dithinl at the hands of De Witt).

In 1709 Niklaus Bernoulli [10] considered a rheanof problems connected with insurance. In onhese
he (pp. 296 — 297, also see [11, pp. 195 — 196raened the expectation of the maximal elemerat sém-
ple from a continuous uniform distribution. Issuifingm statistical data published by Halley in 164,
Moivre [12] proposed to describe mortality, begimpivith age 12, by a uniform distribution. Therscahe
introduced the expectation of a random variabls tistributed (Problem 20 from pt. 1) and calcugteob-
abilities of the typd® ( x) = 1 —F (x) for the same distribution (Chapt. 8 of pt. 2, awn notation).

Laplace [7, Chapt. 9] solved several probleméfe insurance in the same way as those perittirihe
treatment of observations, but this time he alsowised the so-called Poisson generalization @dine
noulli trials. Gauss did not shun life insuranddeii; he had to solve practical problems while ngamathe
pension fund at Goéttingen University [13, p. 1 — 64]. In Russia, Zernov [14] published atite in
which he paid special attention to life insurannd Buniakovsky, in 1846, devoted a chapter of ble
brated work to the same subject.
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3. Markov’s Work in Retirement Funds

Retirement funds began appearing in Russia ingbersl half of the 19century. After retirement, their
members had been drawing lifelong pensions depgratirthe duration of their work and their finalmean
salary. It was indeed possible to estimate thetauraf life of the pensioners by applying mortaliables
(although, strictly speaking, statistical inferemisgitable for the general population will not doits special
groups), but it was extremely difficult to predibe yearly number of the retiring or their salasmdereas the
evaluation of the number of additional members given fund admitted for state reasons (see belcag)
absolutely impossible. Consider also that the wislawd children of dying members were also provisiith
life annuities or longterm pensions, and it becomgdent that any retirement fund could have weaké,
and especially so during its first years of exiseewhen experience was still lacking and unreligjiess-
work was necessary.

Ostrogradsky [15] participated in the work loé first Russian retirement fund. A few decadesr lat
Markov began to busy himself with similar activitjelready in 1884 he [16] published detailed dat@ns
for the retirement fund at the Ministry of Justite 1890 he became member of its governing board\al.
2, p. 36]. He actively participated in its sittingdfered his advice about concrete issues andkeldelzook-
keeping accounts. Thus, he compiled a note [18]rrentioned in his Bibliography [1]) on the finaaki
conditions necessary for ensuring the payment n$ipes. Vol. 1 of the same source [17] containsyman
references to Markov, and on pp. 90 and 100 is@fe 10 and 6 respectively of a certain note,iplysgL6],
since [18] is only two pages long.

In 1893, 1894 and 1902 Markov received lettéthanks from the Ministry of Justice [2, p. 5B]ciden-
tally, its retirement fund was considered the “lettiblished” from among the six funds of the ‘loilg-
partments”, and this fact was naively attributed/imrkov’s “precise mathematical calculations” [1B].
would have been more correct to mention his pruel@md foresight, perhaps his intuition and abitity
detect the slightest circumstances.

Markov also occupied himself with similar waakthe War Ministry [20]. In 1900 Academician Sonin
[21], on behalf of the Physical and Mathematicap@wment of the Academy of Sciences, acquainted him
self with the work of the Ministry’s retirement fdrand expressed his opinion about it in the follmyvay:
“The sole reason for the crisis that it experierno@s” was the unforeseeable increase in the nuwihies
members occurring through instructions from abdéieerecommended to liquidate the fund and to trainsfe
its liabilities to the state.

After hearing this out, Markov (Ibidem) decldrhat he did not agree with Sonin “on any poiiitie
Department resolved that, since the problem pogedébWar Ministry [before the Academy] was ratbéa
practical than purely scientific nature, it shoaldy inform the Ministry that “the members of theaemy
are always ready to render assistance” to it.

Also in 1900 the same Ministry established pe@al [standing] Mathematical Conference” for detia-
ing the financial state of its fund [22, p. 10k thembers included academicians Markov, Sonin &nd |
Yanzhul, other eminent scientists (I.I. PomerantdeYa. Tsinger) and actuaries (B.F. MaleshevsRg)-
grettably, nothing is known either about the wofkhis Conference or of Markov’s even more actiee-p
ticipation in practical life insurance after higirement in 1906 [23, p. 604].

Again in 1900, Markov devoted to life insurargcshort chapter of his textbook [24]. There, niotiag at
new results, he acquainted his readers with tha stachastic problems of the contemporaneous insara
business. | indicate, finally, that the Markov FqRond 173, inventory 1) at the Archive of the Rass
Academy of Sciences includes three letters dirguglyaining to my subject.

1) An undated Markov’s letter to Maleshevskel®60, No. 15). Markov disapprovingly mentioned th
“just appeared” book of Savich [25] and noted thatompelled me [him] to turn attention once mid to
the theory of inability to work”. He also discussame of Maleshevsky’s formulas and expressed lisap
about the mortality of the disabled.

2) D.A. Grave’s letter to Markov of 21 April 16 (Delo 5, No. 5). Grave indirectly agreed withriktav in
that the granting of some kind of pensions was singlele.

3) Another letter from Grave to Markov of 13d&916 (Delo 5, No. 7). Grave mentioned a “suimpgs
discordance” between the calculations made by Masgkal Maleshevsky. These apparently concerned the
work of the pension fund in the city of Chernigov.

4. Markov’'s Newspaper Publications

In 85 | reprint two polemic newspaper articles jshed by Markov and devoted to the insurance df chi
dren. It may be thought that this kind of insuran@es more or less widely practised in Russia froieast
the mid-19' century. In any case, Kraevich [26] included aprapriate example in the first three editions of
his collection of mathematical exercises for sctatotents. Here it is. Upon the birth of a boy,father
deposits 1,000 rubles with an insurance societgxtthange, the son drawsrubles after his Z0birthday,
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but the money is lost if he dies before that dassuming that the insurance is fair, and that tiveréest rate
is 5%, determinex by means of the appended mortality table (whoiggnas not explained).

Both this simplest pattern, and the other oaiteeized by Markov (below), and, as it may be sopgd, any
other scheme for insuring children, suffers frone @and the same essential defect: they necessamilyin
unfavorable for the insured (see §1; fair insuraaamly possible in textbooks), and they do natlyeinsure
him. Here is a relevant passage whose author nmsn@anong other types of insurance, the insurahce o
children against death [27, p. 243]:

Cases that, under the guise of insuring life, cahdeals in paying out some moneys upon
the occurrence of a stipulated event not itifiig[pecuniary]loss on the insured, — deals
which do not restore actual damage, — shouldbecattributed to insurance. They abuse
the idea of insurance

Markov’s criticism was justified; regrettablypwever, he did not take the occasion to explaimgagead-
ers that there exist other forms of life insurafared of insuring property) advantageous for theried”

5. Markov's Letters

Letter No. 1.NewspapeNasha Zhisn7 April 1906, p. 1

The “Benefits” of Insurance through the Saviifices

In order to ascertain the benefits of insupnofits and capitals through the state savingsesfi...] it is
necessary to consider the tariffs. Judging by tivatver of these (5 — 10), the insurance of juverlags a
large part in the new direction of business ofgaeings offices.Who will benefit from this insuranc
excepting “those engaged in this operatié@ answer this question it is necessary to dwelhe tariffs of
insurance from which we extract two lucid examples.

1) According to tariff 6, a downpayment of 102@ibles is necessary for a six-year-old childrend
2,000 after reaching the age of twenty; and, shoulcctiilel die prematurely, only 1,200 — 60 = 1,t4ére
returned back (5% is retained to cover the expgn€asthe other hand, if the same sum, 1r208e kept at a
bank with an interest rate of 4% (this is the ratderlying the tariffs) for each full hundred rukfehen,
consecutively,

1,200 +4% = 1,248 atseven years;[...]4,9676 = 2,040 attwenty yedrs.

My table shows that this insurance is in aflesadisadvantageous for the family. If the childiises until
age 20, the loss will be expressed by a small Su40rg otherwise, it can amount to several hundred sible
since the family loses the interest on the downpentm

2) According to tariff 8, a yearly grant of 60@uring five consecutive years will be paid ougteix-year-
old child after his reaching age 18 for a downpayneé 1,789; and, should the child die before that age,
1,789 — 89 = 1,700Care returned back.

1,789 + 68 = 1,857 (age, seven years); R,729 + 108 = 2,837 (age, eighteen years).
So, when paying out the 60for five years, we obtain consecutively
2,837 — 600 = 2,237;][...] 637 — 600 4 2 61.

It is seen that this operation also inflicts a lfsssthe family. In the favorable case this losexpressed by a
small sum of 64; otherwise, it can amount to a thousand rubles.

As indicated above, | have chosen lucid examtiat similar results are obtained in the otheesas
well with the only difference being that, for thest favorable instances, the small loss can be@smaall
profit. However, the possibility of large losses floe family because of a premature death of iifsl ger-
sists.

Letter No. 2. NewspapeNasha Zhisp2 May 1906, p. 1

The “Benefits” of Insurance through the Saviifices

The explanations provided by the Directoratéhefsavings offices [28] do not explain anythiag;the
contrary, they obscure the essence of the probiiam have raisetiThey are composed in such a way as
though the whole matter consists in the high cbstsurance through savings offices, which, in mgre-
ple, was expressed by a small sum af d@t of 2,000. Dwelling only on this small losse tBirectorate
maintains that it is of no consequence owing toseirurity of savings through the insurance anaispen-
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sated by profit sharing. And, assuming an intenast of 5% rather than 4%, the Directorate promises
insured a payout of 2,180 — 2,280 instead of tB8@,

Thus, the Directorate completely overlooks éheases in which the insured child dies prematwaetythe
family’s loss due to the insurance is expressezhdly by hundreds rather than tens of rubles. Onlpiget-
ting these instances is it possible to bring origésedtate that the savings are here secured. Mabnwn my
first Note | had paid attention to these cases; fmmdletermining the loss incurred by the insueatacthe
family, | had adduced, in addition to the figur@40) on which the Directorate rests its eyes, a ruirab
other ones. The Directorate apparently chose telyrtost favorable case; and it vainly tries to prthat in
this instance the family’s loss can be replaceddiye profit. Indeed, | had mentioned this possbifti my
Note: suffice it to change the age of the insunsdi the duration of the contract in such a way thatprob-
ability of losing the stipulated insurance heiglsten

As to the method by which the Directorate afitmto replace the loss by a profit, it cannot &iked
proper not only because, instead of providing aitit calculation, it only indicates an indefinitegnitude
between 2,180 and 2,280, but, mainly, since it &that its estimation was based on changing tieedst
rate. The Directorate obviously forgot that aftérykars and assuming a 5% yearly interest ratepitat of
1,200, when saved without
any insurance being involved, fetches not 2,0401t200 1,05* = 2,374.° Nevertheless,
| am quite prepared to agree with the Directoria#e iy calculations were based on a too low ratatef-
est, witness for example the latest pleasing I[dBat an increase in the rate increases the faniibgs in-
curred by the insurance. The Directorate’s statémeout an exaggeration in my reckoning is theeefor
absolutely wrong. Thus, my indication that someiiaace procedures offered by the savings officeayd
lead to losses remains unshaken. Neither canshélken until the mortality table taken as the biasisom-
puting the tariffs of insurance remains unaltened the expenses (5%) of carrying out the insuraneaot
lowered.

Indicating profit sharing, the Directorate s#lyat five years after the insurance operationsnsqgyofit
will be shared among the insured; but it forgetsmtion that a considerable part (25%) of theipvdfl go
to the employees of the savings offices.

Defending its future operations of insuringguiles, the Directorate refers to [private] inswesocieties
where such operations are carried out accordifgteer tariffs, but, regrettably, it does not canweate this
statement by comparative excerpts. My remarks upigolly concern these societies as well, but itss a
obvious that insurance societies aim at getting, @nd this distinct goal can serve as a warnirthdee
insuring. On the other hand, the fact that someatjmms are being carried out, is no proof thay tsigould
indeed be done. For example, a lot of people gathplay the roulette in Monaco — so should notthere-
fore arrange that game, or something similar, e@stvings offices? For anyone who read my firseNtot
should be clear that all the conclusions thereainatl only concern the insurance of juveniles. fBnifs of
insurance as carried out by the savings officegigdwowever, not one single form of insurancet asuld
be understood from the words of the Directoraté¢ skueral forms, so that, according to the numibéne
tariffs involved, the insurance of juveniles oc@sgpa rather considerable place among the new apesatt
the savings offices. And | have provided examptaerning two different tariffs.

| have not touched on other kinds of insuras@¢hat the Directorate apparently vainly defetesit; and
the more so since its arguments reduce to a statehs for 70 it is possible, given some conditions, to
draw 1,000. Is the Directorate really so naive as to attaetoas meaning to this proposition? Having 70
and playing the roulette game it is possible to @an more than 1,000

Thus, | have spoken only about some forms of inmeavhereas the Directorate itself raised the gurest
about the high, or the low cost of all kinds ofifisurance but has not provided any proof of tttedait did
not even adduce comparative passages from its aniffs tand those of insurance societies. For my, par
remark that if, contrary to expectation, insuratizeugh savings offices will prove to be cheaptfa in-
sured, it will be expensive for the state, providédourse that the business will be widespreacesihe
expenses will then not be Idiw.

Notes

1.Elsewhere Markov [24], only in the edition of 19@®, p. 97, when referring to his letters and to the
Explanation [28], contrasted various forms of irswe:

There exist als§! ] such insurance operations which do not protect agfa@ny risks, and

in all cases inflict some greater or lesser dae on the insured. Such operations may be

justified[...] only by a rather doubtful consideration that treeympel people to save

money.

Note, however, that parents (when juvenile insuedaconcerned) become directly interested in dwipi-
ary sense in that their insured children remaiveali
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2. Markov bears in mind the employees of the offices, Letter 2.

3. Interest was paid on the sum rounded down to thessehundred.

4. Markov had written down all the intermediate res(ttere omitted). The same will be true in two othe
cases below. A rough check of his final figurerisyided by calculating 1,2001.04“ = 2,078.

5. Markov refers to his Letter 1. The Directorate ntaiimed that the insurance of juveniles ensures but
little profit: it “comes close [...] to simple savih@hen, private insurance societies offer even waendi-
tions for the insured; the psychological aspediehg protected from chance by insurance is imptrif
after some time, the savings offices show a phidgiher than 4%, the surplus will be given overttose
insured.

6. More correctly, 2,376. It is obvious that the reesiibn concerning the interest (Note 3) did notlgpp
the savings offices themselves.

7. Markov possibly referred to the “Short-Term TregsBonds” issued on 9 December 1905 and yielding
a 5.5% rate of interest [29, p. 67].

8. It seems that the only explanation here is thag¢&gi means “almost fair”.
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19. Slutsky: Commemorating the 58 Anniversary of His Death
IMI, vol. 3 (38), 1999, pp. 128 — 137

Note.The original Russian text lacks §3.3.

1. Introduction

Many authors [7; 27; 1; 4; 5, 32; 8; 2@lescribed the life and work of Evgeni Evgeniev&thtsky (1880
—1948), an outstanding mathematician, statisti@ad economist, and his most important writings ar
available in a one-volume edition [26]. | am therefrestricting my main goal to publishing or désiag a
few archival letters either written by, or havimgdo with him (83). In addition, | say a few woralsout
Slutszky’s life (below) and throw light on the eventhich apparently compelled him to abandon ecoosmi
(82):

In 1920 Slutsky became Professor at Kiev Corsiakinstitute. However, he had not mastered the
Ukrainian language which was then made compulsarpaéademic institutions, and in 1926 he had toenov
to Moscow and to start working there at the Cer8tatistical Directorate [4, p. 268], and, at thens time,
at the Conjuncture Institute under the Finance 8igi[15, p. 8].

Already then Slutsky busied himself in realnesst with applying his statistical research to dssjTs.
Being forced to abandon his activities in econoni%), he [4, p. 270], for a few years,

Went over to working in institutes connected wigbghysics and meteorology where he
[...] hoped to find application for his discoveries ie field of pseudo-periodic wavés.

He had not found suitable conditions for theorétieaearch (Ibidem), and in 1934 he moved to theddw
State University, then (in 1939) going over to 8teklov Mathematical Institute. The University ceméd
on him the degree of Doctor of Physical and MatherabSciencesionoris causd4, p. 271].

Slutsky was an original and deep researchers H@stly known as a cofounder of the purely misutie-
cal theory of probability and the theory of randprocesses, and remembered for his applicatioroohas-
tic ideas and methods in economics and geophyssgeeially in studying solar activity) and as a poen
of important mathematical tables which constitugednhasterpiece of the art of calculation” [27, 7%

Slutsky’s contribution to the theory of congra demand is very valuable [1, p. 210]. For a/\eng
time before his death he (Ibidem, pp. 213 — 21aieed

Almost inaccessible to economists and statistscoutside Russifa..] His assistance, or
at least personal contacts with him would hlagen invaluable

2. Withdrawal from Economics

In 1927, N.D. Kondratiev, the Director of the Camjture Institute, published a critical article cering
the first Five-Year-Plan. Soon he was elbowed ést@nce, arrested (1931) and then (1939!) sH@jt [1
N.S. Chetverikov, Kondratiev's assistant, servad fgears in prison, and, in 1937 or 1938, was suibjeto
new “repressive measures” [3]. Slutsky apparerdly hot suffered but the general situation in statistics
became unbearable. Later Chetverikov [4, p. 270]jlyveemarked that in 1930

The Conjuncture Institute ceased to exist andbetral Statistical Directorate underwent

radical change.

I myself add that, also in 1930, the leading dfia$journal,Vestnik Statistikiwas closed down and only
reappeared in 1948during that period only a meager number of statispapers had been published in
Planovoe Khoziastvo.

Under the changed social conditions, Maria $mdre correctly, Falkner-Smit), a statisticiarttod new
wave, became especially useful in spite of herscigisorance (and in 1939 she was even elected
Corresponding Member of the Soviet Academy of Smaeh Pearson, she [30, p. 228] wrote,

Does not want to subdue the real world by a singiere[of distribution]as ferociously as

it was attempted by Ga{i&auss ] [...]His systenjof curves]nevertheless only rests on a

mathematical foundation, and the real world manbe studied on this basis at.all

She [28, p. 168] also declared that Marxigistiaians should help the state security seruicexposing
the “saboteurs”. lastremsky (Ibidem, p. 153) effeddy agreed and mentioned D.F. Egorov (who diezhso
afterwards in his exile in Kazan):

| had recently an occasion to hear qut] the speech of Prof. Egorov, the then not yet
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exposed sabotefiHe came out with a program of sorts saying so afigeaven with a cry
in his voice, What are you harping here on s$age? [...] There are no saboteurs worse
than you yourselves, comrades, since you stdimareasoning by popularizing Marxism

Also see [22] and [23].

3. Archival Sources

Bef0r7e adducing the promised letters | list simédad already published archival materials concernin
Slutsky.

1) In three of his letters to Chuprov, Markov]1912 [13, pp. 53 — 58] criticized Slutsky’s bd@6]. In
the same source (p. 143) the Editor, in his rexaéthe Markov — Chuprov correspondence, quotedsa pa
sage from a letter written by Slutsky to Markowanslated and published this letter in full [2f, g5 — 46].

2) I myself [22, pp. 43 — 50] made known a fetiver archival or hardly known materials:

a) Chuprov’s review of Slutsky [26] publkghin 1912 in a newspaper.
b) Slutsky’s scientific character writtey ®huprov in 1916.
c) Passages from the correspondence of sw®lars with each other.

3) Seneta [21] published English translatioitsvwo of Slutsky’s letters to his wife concernirtgtauthor’s
appraisagj of the comparative contribution of Banetl Cantelli to the discovery of the strong lavianfe
numbers.

3.1. D.A. Grave — A.A. Markov,4 Nov. 1912, Kiev

Archive of the Soviet Academy of Sciences, F&i8, Delo 5, No. 1

Highly respected Andrei Andreevich, — | got twokv E.E. Slutsky under the following circumstandes.
was invited to a sitting of the Society of Econamiat K. Comm. [Kiev Commercial] Inst. to attendeport
on applying the Pearson theory to statistics. Bpent was delivered by Slutsky, a young man whorkad
cently graduated from the [Kiev] University wittgald medal awarded for a work on political econoinyt,
because of some reasons, was not left at the Witiygtio prepare himself for professorship].

I inquired directly of Slutsky’s professor ddljgical economy the reasons for this, and his arssur-
prised my by the justification unusual for a mathginal ear. According to his words, Slutsky is quattal-
ented and serious scientist, but the professonbadentured to nominate him for being left at thaversity
because of his distinct sympathy with social-demticitheories. And when | was unable to refraimfro
stating that at the mathematical faculty the authoiot usually asked about his political views gnofessor
advised me to leave Slutsky at the mathematicailltfiad was naturally obliged to say that | havealotely
no desire to intervene in the business of the lomity and that | am therefore asking him to letnee
mathematical faculty alone. After this encountent&ty became my student and protégé. Although ham
at all acquainted with his works and had not urtdecs
the mathematical part of his report.

The lawyers, professors at the K. Comm. Ingtg wid not understand Slutsky’s book [26] but desito
acquaint themselves with the Pearson theory, hskedame to explicate it properly in my course isuin
ance mathematics [6]. | do not know how to findaywut of this diffuclt situation: it is simply rafsive to
read all this ...

[The sequel has no bearing either on Slutskyrobability and/or statistics. As also below, Isalf in-
serted or specified the bibliographic informatianyided. For Grave, it was “repulsive” to read RBear, cf.
the now published letter of Slutsky to Markov (he)ld

3.2. The Extant Part of the Unsigned and Unaddresdd_etter (obviously, from Slutsky
to Markov; no date)
Same Archive, Fond 173, delo 18, No. 5
are not independent in magnitude from the stitheoalready accumulated deviations or that ttubalbili-
ties of equal deviations are not constant, we shd#ed arrive at the formula

(1 /y) dy/dx = x /K x).

In an infinite number of cases (naturally, not afala F can be expanded into a Taylor series, and the first
few (e.g., three) terms will ensure a sufficienpximation. These qualification remarks shouldenegr-
tainly been made.

Only experience can show how often do empipodygons of distribution, which could with a safént
approximation be interpolated by a Pearson cupmgear in practice. Much material is already coéddbor
answering this question in the positive. In mangesathe Gauss curve will not do since asymmettiygpos
are often encountered in practice. Interpolatiopasabolic curves
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Yy = @t ax + axtt ...

is unsuitable since these curves do not give aquade picture at the edges of the figure: it isdagible to
ensure their asymptotic approximation to tkeaxis; in addition, they lead to many superfluoueiions.
The Pearson curves constitute the type that oattiorbe practically the most suitable.

Since the Gauss curve in very many cases isswiéed for representing statistical facts, esplgcin
anthropology [anthropometry], it seems desiralde &r the asymmetric Pearson curves not onlydcate
that they are corroborated by practice, but in tialto provide a theoretical derivation that wopldt this
curve [these curves] in the same line as the Gawsg on the basis of the theory of probabilityés
geometric series).

The derivation on pp. 16 — 17 only serves t&arthe striking practical suitability of these cesvess
incomprehensible by means of the hypothesis oadthien of infinitely many causes combining semi-
randomly one with another.

2) The method of moments. Here, | allow myselfamark that neither Pearson, nor Lakhtin [9] theay
they proved that the method of moments brings

(v - ¥ 2dx

to its minimal value. They only prove that the neetlensures an approximation. It would have beeést-
ing to investigate this problem and to indicatecpgely when is the method of moments applicabld,vainen
it is not. Lakhtin does it, but is he not mistaken?

| think that,quand memeapproximate formulas should not be objectedrtdeéd, you yourself [11, p. iv ]
admit that such formulas might be used in probigttitieory even “without estimating their error” si“the
aims of applied mathematics” demand this. You atate that approximate formulas should in additien
created for ensuring the calculations [12, p.%7&].the same time, the method of moments is venyven-
ient; and, since it is proved to provide an appration for a large number of types of functions cititical
investigation is desirable. In many cases it igghjnmdispensable since the method of least squsre-
times leads to intolerable or even unrealizableutations. If desired, | shall next time illustrakés proposi-
tion.

3) The theory of correlation. Here, | shalballmysef for the time being *°.

3.3. Slutsky’s Letters to Karl Pearson

I [22, pp. 46 — 47] published Slutsky’s letter df Blarch 1913 to Chuprov. It occurred that Slutskgts
Pearson two manuscripts for publication in Biemetrika Pearson had, however, returned both of them, and
Slutsky, considering that he was treated impropeasdied Chuprov’s advice. Chuprov recommended that
Slutsky submit his work to the Royal Statisticatity, and one of these manuscripts was indeedghetal
by it [25]; the other one, on a modification of tifference method, had not appeared anywhere.

Now, | am able to make known three letters fi®lntsky to Pearsot:Pearson’s letters are lost. Slutsky
invariably gave his address as the Volodkevich Cencial “Schoole” in Kiev. Volodkevich was the name
of his (future?) wife, and | am sure that since 7L $lutsky never mentioned this private enterprise.

3.3.1. Slutsky — Pearson, 23 April 1912
University College London, Library, Pearson Pa@6/4

Dear Sir, — | am sending for your approval pgraoncerning a correction to be made in the thebr
contingency. If you find no fallacy in chief ressjlwill not the paper be of some interest to tlzlees of the
Biometric& [ ! ] Should you find any fault making idle thénate of my reasoning, | hope you will not refuse
to communicate me your kindly criticism. It is @pbure to acknowledge beforehand my great delafuto y
for the slightest of hints on the fallacies possilade in my work. | am,

Yours faithfully E. Slutsky

P.S. The summary of the results is to be fatritie end of the paper.

3.3.2. Slutsky — Pearson, 6 May 1912
Kept at the same place, 856/7

Dear Sir, — | had the pleasure to receive yaunored letter on the' 3viay and | must excuse myself for
answering so late — the reason is that | wantechrtioe for translating my letter in English. | thkayou
very much for your long and very interesting lettard for the proof which | am sorry not to havé yget,
probably because it must be censured before L.dageing you really very thankfull for your suggesind
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very valuable criticism and agreeing with you innygoints, | fear nevertheless that | shall notibke to
agree with you about their bearing concerning minrttzesis. | think | can keep my ancient opiniooatb
the best method of determining the probability \aeehin view, though after your letter | feel comeeélto
change its foundation. | take the liberty to begith some general considerations and then | siallicue
with the question in which we disagree.

1. There is not a single method for the deteation of the probability that a given system efjuencies
has arisen from random sampling.

A) The theoretical frequencies being knowniarp we can determine the probability of the giveystem
of errors:

& =M — |y, & =M — b, ... P=Q(),5n)-

in the notation of my paper — where is the number of groups,

) = [HR”(-},ZIHRS”_FZ]+2 [uRiieeJ/uRsngs,q]:
| 1 rplpZ rplpa |
R = | Miop1 1 Mi2p3 . | ( 1 )

Now it is to be remarked that the method, ewban applied to the same material, gives us vdfgrdnt
results, the value of being arbitrary. As you have shown [14, p. 1&§}jnfinitesimal groupingP = 1
for any value of)? will appear. There is thus a number of grougs which brings the value oP to the
minimum, and | think you will agree that this mirahvalue of P is that really significant for the probability
in question. “Really significant” means but thise wannot assume a value greater thanBhig,, to the
probability that the given system of frequencies &iasen by random sampling from the supposed ¢tieal
population.

B) Let

*o=f(mg mp;omy), T = R (g my ), Fg = (g my )
be functions of empirical frequencies such that
fi(Uy M2 ...) = 0, (U Mo ..) = 0, .., fq(Hy; M ...) = O

and Ietsql, sqz, .

frequency distribution being a random sample oftti@®retical population (Mg, M2} -op Hn)
can be judged
) From the probability of the deviation of arty from its zero valudn this case

.., Iij, ... be their standard deviations and correlati®h&n the probability of our

¥
P=+2/p expl-(L2¢2/S2%]d

a

) From the probability of the set of deviationsrrtheir zero values of a correlated system of fonst
ok . . %
Ly 20+ q

P = Q()Z*l; x20..%q 1 4 F 1)

*

where g is the number of independent valugs €,; ...; *),
2 .
)2*1;*2;_“; *q = [*Rii*iZ/*qui ]+ 2 [*Rij*i*J/*RSquj]’ (2)

and R is the same as (1) but with replacing p

The question of the relations between the resbitsioed by different methods seems to me to beya ve
difficult one. | think, however, that the followirgropositions hardly can meet objections.

Proposition 1.From all the value},, ),, ..., )s that is really significant which gives the leaatue for P.
For ex. [15, p. 280 & 283 — 284]: In the case @) — Motion of bright Line — the probability ofdHre-
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quency distribution being a random sample fromgiaeeral population distributed normally equals 1f23
judged from the value of the criteriof and itis < 1/1000 if the probable error of ghkewness will be
taken into account.

Proposition 2.Should we take a great number of random samples the general population and evaluate
all values

2 . . .
)° withindices p,*1, *5, ..., *q *%5 it R o K N T

for each random sample, the distribution of e3&tmust be that indicated by the theory within thewes of
random sampling.

Proposition 3.Let us have)12 (for n, independent values;; *;; ...; *) and)z2 (for n, independent
values* with other indices) and len; not be equal tan,. Thenit is impossiblehat for all random samples

> = )7 =)?say. Indeed, the theoretical distribution)af as given byQ () % n, + 1) differs from the

theoretical distribution of) ;> as given by Q(%n, + 1) whereag; being identical with), their
distributions must and will be also identical.

2. 1 come now to consideration of the poinbof divergence and | confess that “if | writte

1€p = ofp= N (2fp + 2f) /(N + N4

| vary the constitution of the general populationdéach pair of samples | take, whereas it mudliyrba a
constant, as we take all pairs of samples”.

For consequencl proposed by me as the criterion of divergencynoaibe regarded g®ur criterion
for goodness of fit as worked out in your paper, [ig 160 — 163]. In the notation of this lettélisinot )Zu.
But nevertheless it is significant. Let us haveatingency table [Table 1] and let us look uponuhkies
like

mj - N N+/N =

as on the functions of the group frequenciesying from sample to sampland becoming all zeros for the
general population. Then my criterion of divergen@y [Slutsky wrote out the right side of (2 ) with
replacing *]; the corresponding value of

P = QIO (1) (t - 1) + 1]

measures the probability “that a given system ofat®ns from the probablei( = 0) in the case of a corre-
lated system of variables;] is such that it can be reasonably supposedve &dsen from random sam-
pling”. It is quite analogous with my «; 2 .. »q and itis easely to be subsumed under your getiezal
oryin [14, p. 157 — 160].

Let us suppose there is no correlation in #eegal population and let a great number of rangamples
be taken from it. Then the distribution of valués)é will be that given byQ[()?; (s —1) (t — 1) + 1].

| have shown in my paper that my criterion wedgency ()? ) for a fourfold table is identical as to its
numerical value with your square continugendy. If so both theories cannot be valid as it is shawthe
proposition 3 above.

| am not able now to see any error in my reampand it seems me the divergence in our viewslves as
follows: We do not know the theoretical frequencaes we use “the best available values”, Ne. N, +/ N
as it occurs in many other cases.

(A) | think that they are not the best, anseéms to me you will agree that we should obtaibdéter
values if we have had a theory of skew surfacesnTitting such a surface to the system of valikes N,

N; +/ N and integrating its volume for the base elemefitee subgroups we have had indeedohstavail-
able values.

(B) Yet supposed the values liR¢ N; +/ N be “the best available”, there is still no grouhdt they are
sufficiently good for we can safely use the theoretical values dedidrom the sample itself instead of the
unknown quantities relating to the general popatadinly if their probable errors are sufficiently smalhak
is the case with the standard deviation, when tse@termine the probable error of the mean. Ierdah-
ing the goodness of fit we bring into the compariite empirical frequencies with the theoreticad©de-
duced from the sample itself. But in using the radtbf moments for fitting the curves we reduce édydghe
probable errors of the theoretical group frequens@that they become small as compared with thgériem
cal frequencies.

For Ex. the frequency in Gaussian distributibie, base element beirtg is 1, yh whence, /u =
,yly. Butin this case
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yly (1,%) ., sothat,,/y = (X/,%) V2N .

For the empirical frequencyn, we have

vm= ML (MIN)], L du =/ @Wm)- WN) 1/ m

letx =(1/2),h=(1/8), N=450,m= p. Then, Ju =,,/y = 0.008 and ,m/lm =

0.224 exceeding by 28 times the preceeding vdipeozentual error of theoretical frequency. Letalse

now a fourfold table [Table 2] and suppose theesla, b, ¢, d be proportional to the values in the general
population. Leta = @ + by(a + ¢ /N. Then

a=la(-@/N]"
ya — (1N)[(a + C)212a+b + (a + b)212a+c + 2@ + b) (a + C)aa+bva+cra+b,a+0]1/2
where

12a+b = (a+b)[1 - (a + b)/N], aa+bya+cra+b,a+c =a- (a + b) (a + C)/N-

Fora=b=c=d=12,,,=3,,%b =, %c = 12,Tapac = 0,,a = 2.45.

b=c

For a d =1200,,, = 30,,, = 245.

Thus, taking for the theoretical frequeney € b) (@ + ¢ /N as determined bgnyrandom sample and
dealing withevery possibleandom sample we shall have our errors measuredtfie point the position of
which is subject to errors of random sampling alnsasgreat as the values we are measuring théreof.
consequence we shall obtain the value3’bn the average largely reduced as compared hétoase we
knew the a priori frequencies in the general pajmraln my paper are given the values)3f evaluated for
random samples obtained by the experiment. Theesalfie which correspond to the in the notation of
this letter were measured from the theoreticalfesgies deduced from the data. If we measure them f
the frequencies known in my case a pri@i:= b = ¢ = d =12, we obtain, as a matter of fact, much
greater values (given in the table here apartyelise the same grouping as before we obtain [T3ble

This sems to me to confirm my views that ydwadry is to be applied in the cases where we kihevét
priori frequencies but that in the cases we ddknotv them your) Zu must be replaced by my? which is
numerically identical with it, so that the wholdfdrence in the results touches only the valuenobeing in
the case we usp?®, (s - 1) ¢ - 1) + 1.

It seems to me | have found now more stroggeunds for the proposed modification in the thesmy |
will be immensely grateful to you if you let me kmgour views on the matter. Again thanking you your
courtesy | am Yours very faithfully E. Slutsky

Table 1 Table 2
m N a b a+b
N, c d c+d
Ni+ No+ N a+c b+d N
Table 3
Values of)?,  Theory Statistics e/ p
(on & priori grounds)
L m
0 - 025 1.54 2 0.14
0.25- 0.50 2.51 15 0.41
050- 1 5.88 3.5 0.96
1 - 2 11.44 13 0.21
2 -3 9.04 5.5 1.39
3 - 19.58 24.5 1.24
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whenée= 0.50,)? = 4.35

Table 4
The values of) Zp (criterion for goodness of fit) — for the experent described in my paper — if we use the a
priori probabilies:a = 12, b = 12,c = 12,d = 12.

N_ )% N_ )% N_ )% N_ )% N )% N )%
1 11/3 10 51/6
2 12/3 11 4 1/6
3 11/6 12 31/2
4 21/6 13 11/2
5 4 1/6 14 4 1/6
6 35/6 15 31/2
7 11/6 16 15/6
8 31/6 17 1
9 1/2 18 15/6
19 11/3 27 12/3 34/6 43 21/2

20 4172 28 11/3 36 2/2 44 21/6
21 4172 29 2172 37 5/6 45 32/3

22 1/2 30 1 38 1/6 46 31/6
23 5/6 31 61/2 338 47 51/6
24 91/2 32 31/6 4@ 1/2 48 41/2

25 1/2 33 O 415 5/6 49 32/3

26 21/6 34 31/6 42 1/& 50 55/6

3.3.3. Slutsky — Pearsorl.8 May 1912

Kept at the same place, 856/4

Dear Sir, — | take the liberty to write you agdefore | have your answer on my previous lettam
printing now a treatise (or a text-book) on theotiyeof correlation and | would be very gratefullytou if
you let me know whether the probable error of tagial correlation coefficient can be reduced ® sthme
form as the probable error of the total one, &¥ufe says-

| have also brought fast [replace this Germardvby the proper Englislimost— O.S.] to the end a paper
on aGeneral test for Goodness of Fit of the Regres€iorves.To keep your valuable time | do not send it
to you and | take the liberty only to communicabeiyan idea of it you will easily appreciate. Ivery sim-
ple but I am not able to refer to any previous rigenof it.

In the notation of your memoir on Skew corriela16] the criterion will be simply

)2 =S¥ - WI(S, In)

n = number of arrays + 1 for there is no catieh between the means of thearrays and the probability
of a deviation is

Cexp [~ (112) ¥ ~W?/[(S, *In)] (YY)

Quite analogous will be a criterion which candpplied in the physical sciences to test the givitiby that
a given system of measurements can reasonablypipesed to correspond to the proposed functional rel

111



tionship. If you will agree with this | can senduya more elaborate — but still a short paper — thighillus-
trations taken from your memaoir on skew correlafib®.

| excuse myself, dear sir, for my very impetfénglish and for the trouble | give you and remagny
faithfully yours E. Slutsky

3.3.4. Slutsky’s Letter to Aleksandr Nikolaevich Shhukarev, a specialist in physical
chemistry (1928)
Archive of the Moscow State Univ., Fond 276dntory 1, No. 114

Slutsky made known his opinion about ShchuKarernamed paper, perhaps answering the latter’s re
quest. This paper [19], which | located without mmulifficulty, was written extremely carelessly.dasence,
Shchukarev vainly attempted to derive the Maxwellawv without introducing any stochastic ideas drisl
therefore sufficient to say only a few words abBluitsky’s reply.

Slutsky indicated that Shchukarev had not rteeérss managed without stochastic consideratamsjt-
ted (perhaps too modestly) that he “hardly undadstaphysics but “somewhat catches” the logicalcttire
of “suchlike theories”; and offered concrete rensafltnnecessarily since the paper was beyond repair)

Notes

1.Short anonymous and hardly differing articles omt${y are included in thé'2and 3" editions of the
Bolshaia Sovetskaia Enziklopepihe 37 edition is available in an English translationtiged: Great Sov.
Enc). My references do not at all exhaust the litex@atn him. Sarymsakov [18] praised his work in geo-
physics, and the authors of several sections gfd84cribed his mathematical achievements. Romémgovs
[17] indicated that Slutsky was chairman of a cossiain on applying statistical methods in indusay &
young man he studied for a few years at the madilding department of the Munich polytechnicahsol
[4, p. 262]). It seems, however, that becauseehdyative attitude of the Soviet establishmenatas
statistics in general (§2) that commission was letbbe of essential use.

2. For a background to this section see [23].

3. Slutsky had been applying these discoveries mestconomics, and his transition to other brandfies
knowledge was painful: disallowing a report thgpegred in 1932 but was delivered by Slutsky in 1928
had not published anything during 1930 — 1932s6 alote that an English translation of his paper9@7
was published in 1937. It found important applicatin investigating time series in economics [1, 200 —
210].

4.1n 1990 the eminent mathematician Konus told medh¢he time he had also worked at the Conjuncture
Institute. He was left alone; as K6nus explainedattitude of those responsible for the decisiokintg
they had decided: “He is only a mathematician,rasponsible for anything...”

5.1n 1929 a paper by the mathematician and staastibi.V. Smirnov appeared in thestnik and Slut-
sky even before his move to Moscow had published doticles there.

6. Smit [29, p. 4] clumsily declared that “the crowafsarrested saboteurs are full of statisticiangidér-
son, a student of Chuprov, testified [2, p. 294]:

Konnte ich[...] eine ganze Reihe von in Rul3land friher sehr géxeméStatistikern und
viel verschprehenden jungeren Schuilerrj Tschuprows aufzéhlen, deren Namen nach
1930 aus der sowjet-russischen wissenschadtlidliteratur plotzlich ganz verschwanden.

7.1 also stress that Chetverikov [4] mentions andtggi&lutsky’s biography written by his wife, Yu.N.
Volodkevich (p. 265), as well as another biograpinijgten by Slutsky himself (pp. 267 and 271). Imtu
Gnedenko [5, p. 6] quotes Slutsky’s autobiograptmiled in 1938. They do not provide any informatio
about these sources. Recall (81) that in 1939 ISlkarted working at the Steklov Mathematical tuns.

8. Also see [4, p. 269]. In 1970 Chetverikov had givem (Russian) typed texts of these letters which |
turned over to Seneta (their copies are regretiabty. Seneta acknowledged my help in obtainimgptr-
tant materials” but had not elaborated. He was eored that | could have had problems with the Sovie
authorities.

9. Slutsky obviously referred not to the paper itsalfput out in thélatematich. Sbornikbut to its previ-
ously published offprint. Indeed, he mentionedytear 1911 and p. 4 neither of which agree withpie-
odical. The appropriate page numbers in the tréioslésee References) are 77 and 78.

10. Slutsky discusses the Pearson curves. At the(ame: even in 1928, in his letter to Shchukarev, see
§3.3.4, which | only describe but do not quotesbmetimes wrote “theory of probability” insteadtoé
correct Russian “... of probabilities”.

112



Slutsky derived the equation (see beginninigtbér) in his book [26, p. 17]. Also there (pp.137 rather
than 16 — 17) he obtained the normal distributisthe limiting law for the binomial distribution.s8ume
the unknown lawY) as, for example, a polynomial of theh degree, then, in principle, its (+ 1) parame-
ters can be determined given the appropriate manHrhe class to whicty belongs is not restricted, its
unique determination is impossible even if “allétmoments are given. Slutsky’s question apparently
touched on thiproblem of moments.

11. For some reason the pressmarks of two of therdedie identical.

12. Slutsky’s reference i3. Roy. Stat. Sqcl907, pp. 6 and 47. In both these cases Yuleavsticipant
in discussing the contributions of other authotse Ppaper that Slutsky mentions just below is apypbre
[25].
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20. History of the Theory of Errors
IMI, vol. 5 (40), 2000, pp. 310 — 332

1. Introduction

During the last 40 years | published many writipgstly or completely devoted to the history of the-
ory of errors [1 — 35] and what follows is theisudné. The last three of these contributions [38]-aB-
peared later than this paper and | do not reféngm below. My main writing on the present subje¢80].

| understand the method of least squares (Mb8t}) as a certain condition for solving redundasstems
of linear equations (82) and as the appropriateditas for estimating the precision of the obseoratiand
of the computed values of the (estimates) of tHenawns. MLSq was developed by Gauss in 1823, but,
keeping to traditional terminology, | also applistterm with regard to his contribution of 1809 .ehhthe
termnormal distributionwhich | naturally use had appeared in 1873 (C:dedB6]) and was definitively
introduced into the nascent mathematical statistjcBearson in 1894. Finally, | omit the three {astds in
the expressiodensity law of observational errors.

2. Aims and Branched23]

The theory of errors aims at establishing eiqgredhatterns and methods of observation and atméting
their most plausible results. Thus, when intersgcsitationC from given stationsA and B in the field it is
required to find the optimal form of the triangheBC (ensuring the least possible influence of the srodr
measurement upon the coordinateg®fand to choose appropriate methods of observatidncalculation
(so that the systematic errors be eliminated frlmenappropriate means as much as possible andridem
errors of the observation and of the final resoésufficiently small).

Formally speaking, the theory of errors esteéadt unknown constantsx, y, z, ..and determines the
precision of their determination given “physicaliyidependent observatiorss, s,, ..., S, (n > K and the
coefficients of the equations

ax +by+¢gz+..+s5s=0,i=1, 2,..n (1)

The approximate values of, y, z, ..are known (for example, from a subsystem of (do))hat the linear-
ity of the equations is warranted. Such an estonat calledadjustment of observations, of direct or indi-
rectobservations for the casés= 1 and 1 <k < n respectively. Systems (1) are inconsistentaamd
vector &, Yo, Z. ...) leading to reasonably small residual free tereall themyv;, is therefore considered as
their solution. Thus, the principle of least sq@aredefined by the condition

vZ = min (2)

with the minimum being sought among all such vexttr the case of direct observations the estimator
sought coincides here with the arithmetic meamefdbservations.

Neither the search for expedient patterns seolation ( e.g., for the optimal form of the tigén see
above), nor the application of methods of reveadind excluding systematic errors demand stochestie
siderations, and the appropriate, titerminatepranch of the theory of errors (810) is akin te éxplora-
tory data analysis [37] and design of experimehistwo new disciplines that might at least paoyattrib-
uted to applied statistics.

Random errors are random variables andtihehastidheory of errors is based on the theory of probabil
ity whose development in the l@entury, and even to the 1920s, was mainly deterthby the requirement
of adjusting observations. Thus, while describirgdwn treatise of 1912 (first edition 1896) on tpaibility
theory,Poincaré[38, p. 343] stated that “La théorie des erreuast éaturellement mon [his] principal but”
andLévy [39, p. vii] indicated that without the error thgdis book, — his main contribution on stable laws
— “n’aurait pas de raison d'étre”.

1.2. The Stages

a) The stochastic branch. During the first stageh@ps up tdycho Brahe, astronomers were dealing
with their observations as they saw fit. To himave indebted for the first ideas and methods corogr
preliminary treatment of observations, andalileo, for discussing the elements of the theory ofrsrrat
the second stage, observations ceased to be tkatgpproperty”of astronomers, but their treatmead not
yet been corroborated by quantitative consideratidhe third stage, that somewhat overlaps thenskeaoe,
began withSimpsonandLambert. Simpson proved that, for two distributions, thigheanetic mean was
stochastically preferable to a single observatiwh leambert introduced the principle of maximum like
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hood, adjusted indirect observations and estim@tegerfectly) their precision, and founded the basithe
theory of errors. FinallyEuler anticipated the principle of least squares. Dutivgfourth stagd,aplace
andGausscompleted the development of the classical elreotty. Gauss was especially meritorious: unlike
Laplace, he studied the treatment of a finite nunalb@bservations without applying limit theoremsla
presented his findings in a form suitable for agadion.

b) The determinate branch. Before th& &é&ntury, only general methods for minimizing thétience of
errors were known. During that century, the effifadbservational errors upon the final results Inetgebe
determined by differential formulas and narrow fafmefinitions of random and systematic errors were
provided. At the beginning of the "1 @enturyLaplace examined the precision of simple patterns of gégode
networks.GaussandBesseloriginated a new stage in experimental sciencéhbrgoughly studying all possi-
ble instrumental errors and defects of observatior@hods and by recommending appropriate measures.
Finally, Helmert began to investigate geodetic networks in muchendetail and formulated the problem of
attaining a given (or the highest possible) preciginder minimal (or given) expenses of time anda@yo

1.3. Fields of Application

Apart from metrology (whose boundaries with physingl chemistry are fuzzy) both branches of the the-
ory of errors are applied in practical astronomg gaodesy. The determination and specificatiomefta-
rameters of the Earth’s ellipsoid of revolutionrogridian arc measurements, and, since tffece@tury, by
means of geodetic networks remains a fundamertalgm of the two last-mentioned disciplines. Furthe
more, new most important practical problems hase appeared. In the “1@entury the flattening of the
Earth’s ellipsoid began to be also determined bdpkim observations and nowadays gravimetry, that i
certainly unable to manage without the error thestydies in addition the exterior gravitationaldi of the
Earth. An absolutely new field of application fbettheory is the treatment of geodetic observatinade by
means of artificial satellites.

2. Ancient Astronomy: Its Features[12; 22]

a) Ancient astronomers attempted to determéasanable boundaries for the possible values aflihe
served magnitudes. Suppose that observatins,, ..., s, of the observed constastare arranged in an
ascending order, thes, and s, can determine these boundaries; however, withe@easingn the interval
between these observations tends to

increase. It should therefore be checked agaimsésndirect or theoretical considerations, ancoasimers
had indeed allowed for previous observations.

b) The second feature of ancient astronomyth@sinderstanding of the need to observe regulahlys,
Hupparchus regularly observed the length of the tropical year

c) Astronomers attempted to observe under @ptbonditions, when unavoidable errors least caedip
the final results. Neugebauer [40, p. 101] rematkatl observations in ancient times “were moreitatale
than quantitative”. This is not true literally, aotgeneral ancient science had indeed been qtiadit@f.
next point).

d) Commentators agree in titblemy arbitrarily selected and treated observations,raady believe that
he appropriated Hipparchus’ observations. Yes,dssiply did, but he apparently acted in the spirhis
times without considering it disgraceful. And Irtkithat his arbitrariness in treating observatioey be
explained. Neither the arithmetic mean, nor ango#stimator of the constants sought was then giyer
accepted; eveAl-Biruni , 900 years later, did not keep to any standarthmeeivhen adjusting his metro-
logical measurements. So, had not Ptolemy, hatlin@ontemporaries believed that any number witén
interval [5;; s, can equally (although also allowing for indirecinsiderations and information) serve as an
estimate of the unknown constant? From a modemt pbdiview, when having observations of low premisi
it is indeed possible to rely on only one, andisvaedjard all the rest of them. This can be justifiy a refer-
ence to the Cauchy distribution whose variance dogégxist at all; for observations obeying thiw |éheir
arithmetic mean is not better than any one of them.

Two authors [41; 42, p. 6] to some extent doorate my assumption. The former remarked tha, as
cartographer, Ptolemy was mainly concerned withidance of truth (I would say: with general correxss)
rather than with mathematical consistency. Thelatated that even in the Middle Ages maps “may we
have been made from general knowledge of the cgside without any sort of measurement”.

3. From Al-Biruni to Kepler [12]

3.1. Al-Biruni [20]

His writings contain many pronouncements comogrthe treatment of observations. Thus, whenrdete
mining the longitudinal difference between two istas by simultaneous observations of a lunar eelipe
obviously attempted to exclude systematic errarsfhis final result. Elsewhere he qualitativelys@aed on
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the combined effect of observational and calcufeti@rrors. As an observer and calculator he sagobiis
predecessors and was a worthy forerunner of GadiebKepler.

3.2. Galileo

He was the first to discuss the elements of therthef errors. Buniakovsky mentioned this fact mtm
concisely and had not provided the exact refereiedstrov [43, Chapt. 1] described Galileo’s idéasle-
tail but superficially; and Hald [44, §10.3] furhisd a comprehensive account. Galileo attemptedttrd
mine the diurnal parallax of the New Star of 15312, more precisely, to decide whether it was s@tdabe-
low” the Moon, between the Moon and the stars,noorg the stars. He collected observations of many a
tronomers and was able to arrive at the correatr@ndn the process, he formulated the properti¢seo
“usual” random errors and indicated that the paratlught to be determined under the conditiontti@asum
of the absolute corrections to observations bemahicf. §4.3.

3.3. Tycho Brahe

He was the first astronomer of the new time toycaut long series of observations of the planets an
stars. Although direct proof is lacking, it is higrdoubtful that he took reasonable measures ttudgaan-
dom and systematic errors from his observationsl Wenessentially developed the technique of obens
and raised their plausibility. It was on the
basis of his observations th&epler was able to construct a new (the new) systemeofibrid.

3.4. Kepler[13]

While attempting to fit in Tycho’s observationg#lthe Ptolemaic system of the world, Kepler nateat
the discrepancies between them and the theoryeda8twhich was inadmissible. He apparently tried out
several versions of adjusting the observations,itamight be thought that he applied the principlenini-
max demanding that the maximal absolute corredtimore precisely, corruption) of the observationsheir
functions be minimal. The minimax method is nowdiget in the theory of errors but in statisticatideon
making.

But how had Kepler calculated these corrupfidre [45, p. 334] assigned them arbitrarily butthivi the
limits of observational precision”. And he shoulasve somehow considered the properties of “usuatiom
errors, — somehow selected a larger number of ptions small in absolute value and about the saime n
ber of positive and negative corruptions. Keplgrapntly approached this problem in the spirit offern
statistical simulation.

After collecting four values of the right assem of Mars, s, ..., S, say, Kepler [45, p. 200]
assumed as his final result some numberalling itmedium ex aequo et bortée obviously selected the
generalized arithmetic mean with weighgs = p, = 1, ps = 2 andp, = 0. More interesting, his Latin
expression meai fairness and justicand implied (as it did in one of Cicero’s writings}her than ac-
cording to the letter of the lawhus, already in Kepler’s time the (ordinary) amitttic mean became an
universal estimator. The first to state, althoughatearly enough, that the arithmetic mean wasgimal
estimator wafotesandLaplace testified that “tous les calculateurs” were kegptim [kept following] his
“rule”.

In one of his letters of 1627 Kepler remarkieat the total weight of a large number of coinghef same
coinage [almost] did not depend on the inaccurdoiéise weights of the individual coins. This prefimn
(involving, however, the mean weight) can be jiestifoy a reference to the law of large numbers.

4. The Eighteenth Century[4; 9]

4.1. Tobias Mayer[21; 24]

In 1750, he was the first to adjust indirect@tvations in a formalized way. Having obtained:gdations
in three unknowns, he separated them into threal @maups, added together all the equations in gemip
and solved the thus obtained system. If, for exantpk first group consisted of the nine first eiures,
then, as he tacitly assumed (notation as in §2),

V1+V2+...+V9:O. (3)

Mayer was mostly interested in only one unknowi,itax, and, accordingly, all the equations in his first
group were those having the largest positive cdiefiits a; whereas all theg's in the second group had
largest negative values. We may assume that heatterapted to secure the largest possible weight of
Mayer also indicated that it was too diffictdtsolve all the possible subsystems of three @seach
(so as to calculate the pertinent means over alieyh). For the case of two unknowns such a praeciad
indeed been don®¢scovich, and this suggests that scholars had wishedpmaph the adjustment of both
direct and indirect observations in the same Wat.J. JacobiandBinet, independently, proved that calcu-
lation taking into account all of treppropriately weightedubsystems was tantamount to the least-squares
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solution of the initial system; no weights werewlewer, introduced. Note that condition ( 3 ) isakaful-
filled when applying the MLSq if at least one caeifint (&, or ky, or ...) is identical in all the equations.

4.2. Lambert[2; 6]

Lambert classified observational errors in adaaith their origin; attempted to prove that thereme
observations ought to be rejected and that theraetic mean was the best estimator of the constarght;
like Mayer, estimated the precision of observations (althoaghin like his predecessor, unfortunately);
introduced a continuous unimodal density curveh@iit specifying it) and formulated the principle of
maximal likelihood.

He also adjusted indirect observations actwilylying condition ( 3 ) and suggested the t€raorie der
Fehlerthat became generally accepted in the mif-tentury; neither Laplace nor Gauss ever usdulit,
Bessel applied it without mentioning anyone. Lambes the first to discuss the issues of the thebry
errors in detail.

4.3. BoscovicH11; 15; 21]
Not being satisfied with the existing methofisreating indirect observations (84.1), Boscovigiplied
conditions

Vit Vo + otV =0, |Vt [Va]+ .o+ [Vy] = min (4a,b)

and provided pertinent qualitative arguments. ®striction ( 4a ) was not essential (by eliminatmg
unknown it was possible to ensure its fulfilmetite second one, (4b), determined the median icake of
direct observations, and, in the general casepleaactly k zero values ofv,, asGaussremarked in 1809
(without taking into account condition (4a)). Ndbat he thus knew an important theorem in linear pr
gramming.

Boscovich applied his method for determining (two) parameters of the Earth’s ellipsoid of dation
by meridian arc measurements. Eliminating one effitlisee above), he proposed a geometric trickdor d
termining the second one wheréagplace, in 1818, used an algebraic method. Both schotarsirked that
one of they,’s had vanished.

In an undated manuscript Boscovich considdrednost simple cases of summing discrete obsenadtio
errors; he thus possibly (and to a small extengdialled Simpson (84.4).

4.4. Simpson10; 12]

In 1756 — 1757 Simpson proved that for theréigcuniform law, and for both the discrete andtiooous
triangular distribution, the arithmetic mean waschiastically preferable to a single observationakteially
considered random errors as random variables wioos&l (and hesitating, for that matter) introdoatiwas
only due to Poisson. Thus, Simpson applied desditi¢he error theory; furthermore, he effectivebed
generating functions. For passing on to the contisuaw he replaced the discrete values of errors

- Vv, =-(v-1),..-1,01,..¥¢ -1, v
by — kv, — k(v — 1), ... with k 0,v and kv = Const.

4.5. Lagrange[10]

Without mentioning Simpson, Lagrange, in 17&sidered, with the same aim, a number of disenete
continuous distributions, some of them (for exampile cosine law) bearing no relation to the etiheory.
He applied the termoourbe de la facilité des erreursplaced by Laplace byourbe des erreurr, des
probabilitég. Instead of a limiting transition from discretedontinuous (84.4), Lagrange was able to apply a
(modified) method of generating functions by intnothg “generating integrals” [46, p. 170].

4.6. Daniel Bernoulli[8; 24]

In 1778 Daniel Bernoulli objected to the arititin mean and proposed instead the maximum liketiho
estimator € ) for density

y=r--x,y 0

where r was the greatest possible error. He arrived agiéimeralized arithmetic mean

€ = (PuXe + P2Xe .+ PaX)/(Pr + P2+t Py) (5)
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of n observationsx; with
po=Ir’-@-%71" (6)

Already forn = 3 Bernoulli had to solve an algebraic equatibthe fifth degree. The posterior weights
pi (6) increased withx, moving away from the central group of observatidtes had not mentioned this
fact, whereas, in accord with the context, the gjipshould have been expected. The unusual betafvio
the weights can now be justified for some distriitos.

In 1780 Bernoulli, while examining the precisiof pendulum observations, isolated randamrhenta-
nearum obeying the normal distribution) and systemattorgnicarum constant) errors. He introduced the
normal distribution in 1770 — 1771 in his studytloé sex ratio at birth and it was not at all difficfor him
to apply it in the new context. If, in a simplifig@ttern, the probabilities of the birth of botlxae are identi-
cal, the probability that out of N2 newly born there will be abouin boys is

P(m = N%p) cexpEp?/N).
Later, in 1780, Bernoulli wrote out an equalitytibé same type for N2 = 86,400 oscillations of the pendu-
lum per day with il + ) of them being too slow, having period (1 + )sec,and N — ) fast
oscillations with period (+ ) sec.Both earlier and in 1780 Bernoulli specificallynsidered the case d&?

(O u 1) = 1/2. Inthe second case he obtained 100 and determined the probable error (Bessel
term of 1816) of the sum of daily oscillations.

4.7. Euler[7; 21]
In a commentary of 1778 to Daniel Bernoulli'emmir of the same year Euler objected to the pyinadf
maximum likelihood. Mistakenly thinking that Berribaletermined the weights as

po=r— @-x7
he reduced the expression ( 5) to a cubic equation
né —gnrf — V) —-C =0 (7)
where & was not anymore the maximum likelihood estimator,
B=ad+bP+f+.,C=a8+b+c+..,
a+b+c+...=0,X=- +a X =- +b x3=- +¢ ...
Finally, Euler noted that his equation ( 7 ) cardbeved from
MP-e-a)+rP-e-b1+[*-e-03+.. = max

If the fourth powers of the errors are disregardader’s condition will be tantamount to the priple of
least squares!

5. Laplace[4; 9; 10; 15; 16]

Laplace’s contributions to the theory of errcas easily be separated into two groups. UntiD18&
examined various criteria for deriving estimatofshe true values of the constants sought (cf.l89¥suing
from more or less arbitrary densities. He invasadatrived at involved equations and was compeltecbt
strict his studies to the case of three observatidhen, after non-rigorously proving several \@rsiof the
central limit theorem (CLT; a term due to Polya2@§ he became able to consider a large numbedvsere
vations, and began to apply one and the sameioritésee below) for selecting the estimators. Fnalow-
ever, in 1818 Laplace abandoned it and chose, lesfeme Gauss did, the condition of least variativeugh
only in connection with the normal distribution).

5.1. Early Memoirs[15]
In 1774 Laplace, assuming an arbitrary anabydiedition, selected the density

(x) = (2) exp [-m|x]]
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or (as | add), more precisely,
(x) = @2)exp [-m|x— e]]
where e was the unknown (location) parameter. Introducheggroduct

f(x) = (X x) (X %) (X %) (8)

where x; were the observations, he determined an estiméter loy applying two different conditions, viz.,
by assuming that it was the median with regardiéocurve (8) and that

¥
|x — e|f(x)dx = min.
-¥

It occurred, however, that in both cases the resudire identical.

In 1781 Laplace again issued from a curve eftyfpe of ( 8 ), but in addition to the two presazondi-
tions he considered two more criteria, namely, thatmedian was determined with respecktt( x), and
that f (x) = max (principle of maximum likelihood). Whemamining a general stochastic problem,
Laplace also non-rigorously derived the density

y = W2 Infal/|x]], Ix] a (9)
or, as | myself add,
y =2 In[al|x — €], |x — ¢ a

When attempting to estimate he introduced, on a “physical” level, the Digalta-function. Regrettably,
however, in the language of distributions his reasgp becomes meaningless.

| believe that Laplace understood well enouwtt his derivations were non-rigorous (for examgtie,
function ( 9 ) did not exist akx = 0) but regarded them as preliminary and pronsi@attempts.

5.2. The Memoir of 1810

Here Laplace considerex observations with errors obeying an arbitraryrifigtion possessing variance.
Applying an analog of a characteristic function éimelinversion formula, he derived a version of @'
His calculations were non-rigorous and extremetgless and apparently only his intuition enabled ta
arrive at the correct result.

In a supplement Laplace justified the principléeast squares without having recourse to thes&an
postulate of the arithmetic mean (87.1). Neverglbe had to admit another assumption, and ditiaiti
one at that.

5.3. The Memoir of 1811
Here, Laplace applied indeterminate multipliegs Y for solving equations in one unknown

ax +§= 3i=12..,n

where ; were observational errors rather than residualteems. Multiplying each-th equation byg, and
summing the equations, he obtained

x =[sq/[aq + [ d/[aq [sq/[aq + g

where, in Gauss’ notation (regrettably not adogigter by Laplace ot other French scholars inclgdiois-
son),

[ab] = ayb; + &b+ ... +a,D,
Assumingan even distribution with a variance and one aedstime order for his multipliers, Laplace

non-rigorously proved that the errgr was normally distributed and determined tfj&s by demanding that
the error possessed least absolute expectatiogotHe
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g = MHa, x =[ad/[ad

which correspondetb the principle of least squares (for direct obatons). Finally, Laplace generalized
his account onto the case of several unknowns.

5.4.Théorie analytique des probabilités

In this monograph of 1812 Laplace again determthedlistributions of several functions of (independ
ent) observational errors, —namely ;, |;|,[i i and f ], this last being a linear function with
coefficients of one and the same order, — idelyiclistributed on a finite interval. He obtaindeetpertinent
normal laws and repeated his previous (1811) joatibn of the principle of least squares.

A few words about the first two supplementsh®Théorie(1816 and 1818). In 1816, the most interesting
was Laplace’s oblique indication that the sampigavece and the arithmetic mean for (independent) no
mally distributed errors were independent. He #tnew the so-called Student — Fisher theorem. 118181
Laplace estimated the precision of triangulatiort®y“closings” of the triangles and derived thegity of
the measure of precision of the normal law (thgsuréing that measure as a random variable). Theapw
considering the Boscovich method of adjusting oletéwns (84.3), he compared the expediency of the
arithmetic mean and the median depending on thtepat law of distribution and in essence assurhed t
condition of least variance as his test.

6. The Principle of Least Squares

6.1. Legendrg21]

Justifying his proposal by qualitative argunsghiegendre, in 1805, adjusted indirect observatimnthe
principle of least squares and indicated that tieatgst absolute correction should be minimizede Nwow-
ever (Gauss, 1809), that this minimax conditiotofes from the generalized principle of least sqeare

im(vi® + v® + ... + v,?» = min, p

6.2. Adrain [1; 17]

In 1809 Adrain provided two very non-rigorous@fs that observational errors follow the nornaavl As
a corollary , he easily arrived at the principlde#st squares. John Herschel, and then MaxwelBé0,
essentially repeated one of his proofs. Adrainfhatalished his contribution in a hardly known Amaric
periodical, that, moreover, almost immediately ega® exist. European mathematicians only camedovk
about his work in the 1870s.

7. Gausd4; 12; 16; 17; 21, 24; 32]

7.1. The First Attempt

Gauss had been applying the principle of Isgsares from 1794 or 1795 onward and publishéfitsts
justification in 1809. Postulating the coincidemdehe arithmetic mean and the maximum likelihostirea-
tor for a unimodal, symmetric and differentiablensiity (X — Xo), he proved that this density
was normal and that the principle of least squioé®swed at once. Thus, according to Gauss, thetlea
squares estimators were “most probable”. NevertBelge was (or at least became) unsatisfied wétketh
findings. Indeed, his postulate was not evidentdeoem errors could have possessed other densitigslgs
and the principle of maximum likelihood was ledgatde than an integral criterion of the type

¥
(X = X f(X) dx = min. (10)
-¥

7.2. Mature Thoughts

In 1823, having selected condition (10 ) wittX) = x* as a criterion, Gauss proved that the correspond-
ing estimators were determined by the MLSq (adléddhem “most plausible”). He also derived the fo
mula for estimating the sample variance by thedtedifree termsy; of the initial equation§g2)

=W (- R 11)

and determined (with a mistake [47; 48]) the bauies of the variance of this estimator. The solutf
this last problem demanded the knowledge of thaitgrotherwise, Gauss’ findings were distributfoee
and completed the construction of the classicareheory. True, many sections of his contributidr1 823
(and, to a lesser extent, of 1809) made diffiocestding.
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7.3. The Fate of the First ApproacH17; 24]

The first substantiation of the MLSq provedreriely tenacious: it was elegant and much simplen the
second one, and the normal distribution more @& ¢emformed to reality and became rooted in physics
(Maxwell, in 1860). In actual fact, astronomers getddesists, and other natural scientists of thie 1@l
century had hardly been acquainted with Gauss’ reahoughts and some were only gradually grasgiag t
essence of the MLSq (Ivory [26], a “scharfsinnigemdthematician, as Gauss called him, in a seri@ssof
papers in 1826 — 1830, although he it was who e¢ @ame out in favor of the second justificati@eby-
shev (lectures of 1880) had not described the skmtification and, moreover, unsuccessfully dvealt
formula ( 11 ): he replaced the magnitudgdy observational errors. True, Markov's active dete of
Gauss’ mature thoughts and an appropriate desummipfithis issue in his treatise bore fruit: in Rasthe
first justification left the forefront.

7.4. Appendix: Legendre and Gausf21; 24]

When publishing his first substantiation of MESq, Gauss used the expression “our principlel ian
1820, after his letter of 1809 to Gauss had rendhimanswered, Legendre reasonably and openly kechar
that a discovery was due to him who first publishietiere is the pertinent opinion of two commeatat
[51, p. 309; 52, p. 18]:

Gauss cared a great deal for priorify..] But to him this meant being first to discover, not
first to publish; and he was satisfied to efitdbhis dates by private records,
correspondence, cryptic remarks in publicatidns] Whether he intended it so or not, in
this way he maintained the advantage of seangthyout losing his priority in the eyes of
later generations.

Was einem normalen Autor verboten ist, einem Gaoss gestattet werden muf3,
zumindest missen wir seine Griinde respektieren

| am dwelling on this issue only becaudgl&t [53], who described the work of Legendre, &aand
other scholars on a modern level (but omitted tiweat history as well as Kepler, Lambert, Daniet-B
noulli’s last memoir and Helmert), unfoundedly qimsed Gauss’ priority (even in the above sensd)has
imparting his discovery to colleagues and, for gowhsure, declared that Euler had not understaod th
essence of statistics. | [21, §7; 32] resolutefytesl these allegations which Stigler, moreovepregsed in
an inadmissible manner, and | only adduce onengetiexample (see his pp. 57 and 146): Legendrmé&m
diately realized the method'’s potential” but “théeo indication that [Gauss] saw its great po&tivefore
he learned of Legendre’s work”. In 1999 Stigler][B&peated suchlike astonishing declarations sligass
impudently and, without recalling his previous apm highly praised Euler.

8. Further Work [28]

8.1. Newcomb

Arguments, denying the universality of the nornaal| had been multiplying and gradually undermined
the first justification Cournot [61] was the first to suggest that the density migghrepresented as

) =10 1)+ (X + ..]/ +np +..)

where n; were the numbers of observations in one and the sames possessing densitieq x ). He had
not indicated the type of these partial densit@sdid he explain the difference between them.oAthem
were possibly normal laws with differing variances.

Newcomb’sinvestigations of 1882 and 1886 [62] became gelyekabwn. He remarked that in a long
series of observations errors were seldom norndddlyibuted and argued that their density was auméxof
n such laws with differing measures of precisibnappearing with probabilitieg;. Newcomb also devel-
oped a method of adjusting observations possessiciya density but it occurred that the simplifwas that
he introduced reduced his integral criterion toghaciple of maximum likelihood. And, what was \ser
his method remained subjective because the paresyadtthe mixture,h, p; and n, could not have been
determined quantitatively. It should also be ndtext the normal law has special importance in there
theory: its existence is necessary and sufficientte least-squares estimators to be jointly &ffecAl-
readyBienaymé[64] indicated that such estimators were desirable

Newcomb actually replaced the constant measureeaigion of the normal law by a discrete random
variable. In 18817.ehmann-Filhesproposed, instead, to regahdas a continuous random variable with its
own normal distribution. Finallypgorodnikov [62] argued that the errors were distributed wligmsity
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¥
(x) = @ ) hf(h)exp[-h?>¥ dh
0
where f (h) was not given beforehand.
Eddington [63] in an extremely simple way proved that Newdsrdistribution was not normal. Thus,
although the normal law itself is stable (which Wwaswn to Gauss, Laplace and Bessel), a mixtuszicif
laws is not.

8.2. Helmert[27; 56 - 59]

Helmert continued the work of Gauss. While eixang normally, and sometimes uniformly distributed
errors, he provided formulas for revealing systémriafluences and estimating the precision of ostons
by means of different functions of residual freerte v; (§2). One of his problems led him to the chi-sgqdar
distribution (already known to Abbe). He also satithe plausibility of the mean square error, af@irthe
normal law, and introduced tielmerttransformation as it is now called in statistics. Finally, hasena-
bly thought that biased estimators were admissitie. Gauss classical formula ( 11 ), in connectiith
which | mentioned Helmert in §87.2, provided an @asiid estimator of the sample variance; neverthetess
was the (biased) mean square error that has alvesyrspractically referred to in geodesy.

8.3. Lévy[28]

Lévy [39; 65] thought that the estimation oé@ision was only possible if observational errayssessed a
stable distribution. Otherwise, as he argued, thamsquare error only provided a general notioniaje-
cision. He also recommended how to treat obsemsiio case of stable laws with various values o&pe-
ter (1 < <2; =1; 0< < 1) Hisconsiderations were reasonable bueasesince these values
remain unknown; even the realization of a stablewdth = 2 (the normal law) is questionable whereas
the worst cases (0 < 1) should not take place at all. To recall, ktdéws have variance only if = 2,
and = 1 defines the Cauchy distribution.

9. The Stochastic Branch of the Error Theory and Méhematical Statistics[ 28]

From the 18 century, the theory of errors is based on its tverems and principles. These theorems,
however, now belong to the theory of probabilityddhe principles (of maximum likelihood and leeati-
ance) were appropriated by statistics. Nowadagsstibichastic error theory is the application oftraatati-
cal statistics to the treatment of observationfikarstatistics, it (as also the determinate etineory) ought
to study systematic errors, which, together witthnedphysical” dependence between observations ef on
and the same series, lead to the insufficiencyfofraal estimation of precision. Gauss, for example
served the angles of his triangulation until besaréonvinced that (in contradiction with his ownrfalas)
further work will be meaningless.

The theory of errors cannot do without the sltftrue valueof the constants sought whereas statisti-
cians consider estimation of parameters of the@pjate distributions. According to Fourier [66]trae
value is the limit of the appropriate arithmeticaneas the number of observations increases unbdiynde
(82). This definition, that seems to be akin to Mises formula of probability of an event, has ramed
either unnoticed or forgotten, but modern metrdtsgintroduced it independently [67, pp. 30 — 3Hd
included the residual systematic error as a compasfehe true value). Here is an example from swairce:

The mass of a mass standardl.is] specified...] to be the mass of the metallic substance of the
standard plus the mass of the average voluna@ absorbed upon its surface under standard
conditions.

Owing to systematic errors, rejection of outyobservations in accord with subtle tests iswidely
applied in the theory of errors. In addition, pita@hers cannot be sure that the errors of thesieolations
obey one and the same (still less, one and the samaal) law.

The theory of errors differs from statisticsain that it studies above all independent madeguThus,
asGaussstated in 1823, the angles of a triangle are ddgrdronly insofar as some components of their
errors (almost) coincide. Dependence certainly appafter adjustment, when the sum of the anglesrhes
equal to a stipulated magnitude (180° plus the repthal excess of the triangle).

In 1912, being disappointed with the nascesbth of correlationKapteyn [68] suggested to estimate the
dependence between two functions, whose measugeachants partly coincided, by a peculiar correlation
coefficient. His paper had been forgotten (or uiteat in the first place) perhaps because he haceferred
to Gauss.

10. The Determinate Error Theory[5; 12]
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| sketch now the history of the determinatenbhaof the error theory and remain within traditibn
boundaries. It is not amiss, however, to note tiiatdesign of experiments and preliminary dataagpibon,
if understood in a wide sense, could have also beduded here. | bear in mind, above all, the gtofithe
free fall of bodiesGalileo, Huygeng, the development of pendulum clockiufygens and optical investi-
gations Newton).

10.1. Ancient Astronomy and the 18 Century

Ancient astronomers knew that errors corrupted thieservations, attempted to minimize their ac{®n
2) and could not have failed to recognize the diffice between random and systematic influenceshislis
all the more true with regard to such scholar$yaho Brahe andKepler, but nevertheless the determinate
branch of the error theory properly originated anlyhe 18 century.

In 1722Cotesoffered differential formulas for estimating theas of calculated elements of plane and
spherical triangles given the errors of their meadsides and angles. Without mentioning Hiambert, in
1765, published similar formulas for other geodé&tares and even invented a pertinent but forgotiem,
Theorie der FolgenAlthough his definitions were narromaniel Bernoulli (84.6) was the first to
separate formally the errors into the two categoNtayer andBoscovichderived differential formulas
connecting instrumental errors with the ensuingeoleional errors [69] and thus provided the pabtsilof
compiling more expedient observational programsyéalso invented the repeating theodolite which en
abled to lessen essentially the influence of theref reading and to equate its order with thatheferror of
pointing. The total error was made less, and itsityg became closer to the normal law.

10.2. Laplace[15]

Laplace repeatedly described his ideas abaérghtional programs, about the influence of eroorfinal
results, etc. In 1818 — 1819 he examined the pogcef a meridian arc determined by triangulatisnagell
as of the so-called trigonometric levelling andstimade a further step in the investigation of géodeet-
works. However, the reader acquainted with the vadi&auss will hardly be satisfied with Laplacets u
wieldy mathematical tools connected with the CLT aalculation of integrals.

In 1792 Laplace applied the minimax methodctoecking whether meridian arc measurements contra-
dicted the hypothesis of an ellipsoidal Earth. keg§3.4), as it seems, applied elements of thesaathod
(and for a similar aim) and, much later, Chebyd7®} used it in the theory of mechanisms when sigly
the precision of transforming circular motion imextilinear.

10.3. Gauss and BessHl7]

Hipparchus, Tycho BraheandBradley are rightfully remembered as outstanding expertaiests, but
the modern period in experimental science begam @étussandBessel They demanded thorough examina-
tion of instruments, compensation of instrumentedrs by expedient observational programs and cerre
tions for residual instrumental errors. Gauss algented the heliotrope (the solar mirror), whitlowed to
observe triangulation angles more precisely, asdrgglly improved the existing method of measuthng
difference between two approximately equal weidihts p. 427].

Bessel [72] examined the corruption of thegtarof a measuring bar due to its weight and theelieg
bending. By means of appropriate differential emurest he determined the position of the bar's supgpr
point securing its least bendirBessel [73] also discovered the existence of thegmal equation. As re-
corded by a practitioner, the moment of the passégestar through the cross-hairs of an astronalniic
strument strongly depends on his psychologicalteaccordingly, two astronomers will hardly evecard,
even approximately, the same moment. One of Bessefieriments was however faulty: its errors wére o
the same order as that of the suspected difference.

10.4. Helmert[27]

Following Laplace, but applying the Gauss apploto the error theory, he [55] studied the canfigions
of various geodetic figures ensuring maximal weiggrist variance) of their calculated elementsmidet
also broke fresh ground by stating his aims asefeimothwendigen Genauigkeitgrad [of geodetic sysfem
mit mdglichst wenig Zeit und Geld zu erreichen” Ip. or as achieving more precise results “beictlei
Muhe* (p. 60). Not all of his equations were linéar even algebraic) and he was therefore unahdeto
velop the theory of linear programming. Neverthgleme of his conclusions complied with this theding
second aim, as he remarked, demanded that somevatises be lacking altogether. Note, however, thist
is impossible since all observations should bei@dwut (even with a lesser weight) for checking ¢imtire
work.
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